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Trends

The global market for artificial intelligence (AI) in cybersecurity was valued at 
$22.1 billion in 2023. It is expected to grow to $120.8 billion by 2032, or 
$146.52 billion by 2034
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Trends

https://www.globenewswire.co
m/news-
release/2023/01/23/2593136/
0/en/Artificial-Intelligence-AI-
In-Cybersecurity-Market-Size-
USD-102-78-BN-by-2032.html
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Recent News/Articles
January 2024 Chatbots found to endorse terrorism 
https://www.thenakedscientists.com/articles/interviews/ai
-chatbots-found-endorse-terrorism

Adversarial AI Attacks Highlight Fundamental Security 
Issues November 22, 2022, 
https://www.darkreading.com/vulnerabilities-
threats/adversarial-ai-attacks-highlight-fundamental-
security-issues

"Artificial intelligence and machine learning (AI/ML) 
systems trained using real-world data are increasingly 
being seen as open to certain attacks that fool the systems 
by using unexpected inputs.

At the recent Machine Learning Security Evasion 
Competition (MLSEC 2022), contestants successfully 
modified celebrity photos with the goal of having them 
recognized as a different person, while minimizing obvious 
changes to the original images. The most common 
approaches included merging two images — similar to a 
deepfake — and inserting a smaller image inside the frame 
of the original."
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Recent News/Articles

January 2024 AI is driving cybersecurity arms race https://www.govtech.com/artificial-intelligence/ai-is-driving-a-silent-
cybersecurity-arms-race 

“In May 2022, the U.S. Senate Armed Forces Committee’s Subcommittee on Cyber held a congressional hearing on the 
importance of leveraging artificial intelligence and machine learning within the cyberspace. This hearing, including 
representatives from Google and the Center for Security and Emerging Technology at Georgetown University, discussed 
the use of AI and ML to defend against adversary attacks, effectively organize data, and process millions of attack 
vectors per second, far surpassing any human-only capability at threat detection.”

https://www.sentinelone.com/blog/advancing-security-the-age-of-ai-machine-learning-in-cybersecurity/ 
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Recent News/Articles

• December 2023 ChatGPT-aided ransomware in China results in four arrests as AI raises 
cybersecurity concerns https://www.scmp.com/tech/tech-trends/article/3246612/chatgpt-
aided-ransomware-china-results-four-arrests-ai-raises-cybersecurity-concerns

• September 2023 AI Generated Malware https://www.impactmybiz.com/blog/how-ai-
generated-malware-is-changing-cybersecurity/

• November 2023 AI Google warns of surge in generative AI-enhanced attacks, zero-day 
exploit use in 2024 https://www.cshub.com/attacks/news/google-warns-of-surge-in-
generative-ai-enhanced-attacks-zero-day-exploit-use-in-2024 

• November 2023 AI can shore up federal cybersecurity overwhelmed by data 
https://www.federaltimes.com/it-networks/2023/11/28/ai-can-shore-up-federal-
cybersecurity-overwhelmed-by-data-gdit-says/
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Section I 
Machine Learning and AI
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What's the difference?

AI
Machine 
Learning
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What is 
AI?

Artificial General Intelligence 
(AGI) – AGI is a computational 
system that can perform any 
intellectual task a human can. 
Also called “Strong AI.” At this 
point, AGI is fictional.
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What is Machine 
Learning?

Machine learning is the process in which a 
machine changes its structure, program, or 
data in response to external information in 
such a way that its expected future 
performance improves.

Learning by machines can overlap with 
simpler processes, such as the addition of 
records to a database, but other cases are 
clear examples of what is called “learning,” 
such as a speech recognition program 
improving after hearing samples of a 
person’s speech.
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Intelligent Agents

“An agent is anything that can be viewed as perceiving its environment 
through sensors and  SENSOR acting upon that environment through 
actuators.”

-Russell, Stuart. Artificial Intelligence (p. 34)
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Machine Learning

A great application of supervised machine learning is found 
in a common laboratory assignment used in machine learning 
courses. Students are given a dataset of images of birds. The 
task is to train an algorithm to recognized bird species by 
analyzing features such as color of plumage, beak shape/size, 
etc. The goal is already known. The student can easily 
identify a robin, hawk, blue jay, etc. The task is to train the 
computer algorithm to do the same.

Unsupervised machine learning is often used when we don’t 
know what is actually in the data. We want the algorithm to 
find specific patterns or clusters. It will still require a human 
to analyze the results in order to divine their meaning, but the 
algorithm can inform us of what patterns exist
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Expert 
Systems vs. 
DSS

Expert System

• Inject expert knowledge into 
a computer system.

• Automate decision making.

• The decision environments 
have structure

• The alternatives and goals 
are often established in 
advance.

• The expert system can 
eventually replace the 
human decision maker.

Decision Support System

• Extract or gain knowledge 
from a computer system

• Facilitates decision making

• Unstructured environment

• Alternatives may not be 
fully realized yet

• Use goals and the system 
data to establish 
alternatives and outcomes, 
so a good decision can be 
made
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Types of 
Learning

Supervised 
(inductive) learning

Training data 
includes desired 
outputs

Unsupervised 
learning

Training data does 
not include desired 
outputs

Semi-supervised 
learning

Training data 
includes a few 
desired outputs

Reinforcement 
learning

Rewards from 
sequence of actions
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Supervised Machine Learning

All supervised machine learning algorithms share 
specific steps:
1. Determine the type of data in the training set 

and gather a training set of data.
2. Determine the input features that will be used 

to evaluate the input data.
3. Choose or design an algorithm for machine 

learning
4. Run the training set and evaluate the accuracy.
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Bias vs Variance

Supervised machine learning algorithms also 
must confront the bias variance problem. 
Bias errors originate from erroneous 
assumptions in the algorithm. In statistics, 
bias refers to the difference between an 
expected value and the true value of a 
parameter being estimated. A zero bias 
means the algorithm is completely unbiased. 
Variance errors are caused by the algorithm 
being too sensitive to small fluctuations in 
the training set. Variance errors usually lead 
to overfitting the algorithm to the training 
data set. The problem is that generally 
speaking, increasing bias decreases variance 
and vice versa
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Approaches to 
Machine 
Learning

Boolean logic and resolution

Evolutionary machine learning – many algorithms / neural networks 
are generated to solve a problem, the best ones survive

Statistical learning

Unsupervised learning – algorithm that models outputs 
from the input, knows nothing about the expected results

Supervised learning – algorithm that models outputs 
from the input and expected output

Reinforcement learning – algorithm that models outputs 
from observations
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The process

Data Collection and Preparation

Feature Selection

Algorithm Choice

Parameter and Model Selection

Evaluation
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Model

A model of learning is fundamental 
in any machine learning 
application: 

• who is learning (a computer 
program) 

• what is learned (a domain) 

• from what the learner is 
learning (the information 
source) 
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A domain

Concept learning is one of 
the most studied domain: 
the learner will try to come 
up with a rule useful to 
separate positive examples 
from negative examples. 
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Error Estimation

The root mean square error (RMSE) is a frequently-

used measure of the differences between values 

predicted by a model or an estimator and the values 

actually observed from the thing being modelled or 

estimated.
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Weights Adjusting

After each iteration, weights should be adjusted to minimize 
the error.

– All possible weights

– Back propagation
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The information source 

Examples: the learner is given 
positive and negative examples 

Queries: the learner gets 
information about the domain 

by asking questions 

Experimentation: the learner 
may get information by actively 

experiment with the domain 
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Classification

“The classification problem consists of 
taking input vectors and deciding which of N 
classes they belong to, based on training 
from exemplars of each class. The most 
important point about the classification 
problem is that it is discrete — each 
example belongs to precisely one class, and 
the set of classes covers the whole possible 
output space.”

-Machine Learning: An Algorithmic 
Perspective, Second Edition (Chapman & 
Hall/Crc Machine Learning & Pattern 
Recognition) 
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Machine Learning

Artificial Neural Networks (ANN) are the 
most well-known examples of 
supervised machine learning. There are 
dozens of thoroughly studied variations 
of the ANN. There has been extensive 
work applying these to neurological 
diagnostic applications. There is a large 
body of current research involving 
applying neural network variations to 
various BCI outputs including NRMI and 
EEG 
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ANNs – The basics

ANNs incorporate the two fundamental components of 
biological neural nets:

1.  Neurons (nodes)

2.  Synapses 

(weights)
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McCulloch-Pitts 
Neuron

Established in 1943 by McCulloch and Pitts, 
by mimicking the functionality of a biological 
neuron
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Neural 
Network 
Function

https://towardsdatascience.com/mcculloch-pitts-model-5fdf65ac5dd1
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Topologies of Neural Networks

completely

connected
feedforward

(directed, a-cyclic)

recurrent

(feedback connections)
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Multi-Layers
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Hebb’s Rule

“Hebb’s rule says that the changes in the 
strength of synaptic connections are 
proportional to the correlation in the firing 
of the two connecting neurons. So if two 
neurons consistently fire simultaneously, 
then any connection between them will 
change in strength, becoming stronger. 
However, if the two neurons never fire 
simultaneously, the connection between 
them will die away. The idea is that if two 
neurons both respond to something, then 
they should be connected.”

-Machine Learning: An Algorithmic 
Perspective, Second Edition (Chapman & 
Hall/Crc Machine Learning & Pattern 
Recognition) 
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Terminology
• Inputs An input vector is the data given as one input to the algorithm. Written as x, with elements xi, 

where i runs from 1 to the number of input dimensions, m. 

• Weights wij, are the weighted connections between nodes i and j. For neural networks these weights 
are analogous to the synapses in the brain. They are arranged into a matrix W. 

• Outputs The output vector is y, with elements yj, where j runs from 1 to the number of output 
dimensions, n. We can write y(x,W) to remind ourselves that the output depends on the inputs to the 
algorithm and the current set of weights of the network. 

• Targets The target vector t, with elements tj, where j runs from 1 to the number of output dimensions, 
n, are the extra data that we need for supervised learning, since they provide the ‘correct’ answers 
that the algorithm is learning about.

• Activation Function For neural networks, g(·) is a mathematical function that describes the firing of the 
neuron as a response to the weighted inputs, such as the threshold function described in Section 3.1.2. 

• Error E, a function that computes the inaccuracies of the network as a function of the outputs y and 
targets t.

• -Machine Learning: An Algorithmic Perspective, Second Edition (Chapman & Hall/Crc Machine Learning 
& Pattern Recognition) 
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Neural Network 
Variations

From 
https://towardsdatascience.com/t
he-mostly-complete-chart-of-
neural-networks-explained-
3fb6f2367464 
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Neural Network Variations
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Neural Network Variations
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Demo I will now demo ML for 
cybersecurity
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Deep learning
Essentially a multi-layer neural network
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Neural Turing 
Machine

Add a structured memory to a 
neural controller that it can 
write to and read from.
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The Neural Turing Machine

A Turing Machine has a finite state controller, and a tape that it can read 
from and write to.

39

Finite State Machine



Machine Learning for Cybersecurity with Dr. Chuck Easttom www.chuckeasttom.com 

The Neural Turing 
Machine

The memory is simply a matrix of  linear neurons.

 M =

Think of each row as a “word” of memory

We will read and write a row at a time.

So this memory has 3 words of length 4.
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Demo I will now demo ML for Cybersecurity
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Spiking Neural Network

Another variation of the artificial neural network is one that 
incorporates the concept of time. With a spiking neural network 
information is not transmitted at every propagation cycle. Rather 
information is only transmitted when a particular threshold is met. 
This mimics the manner in which biological neurons function. Spiking 
neural networks are based on the Hodgkin-Huxley model of biological 
networks. This model describes how action potentials are initiated and 
propagated to the next neuron. The development of this model 
earned Alan Hodgkin and Andrew Huxley the 1963 Nobel Prize in 
Physiology or Medicine.
The concept is for the nodes in a given layer to not test for activation 
in every iteration of propagation. The nodes only test for activation 
only when their potentials reach a specific value. This is different than 
typical multi-layer perceptrons wherein neurons test for propagation 
every iteration.
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Liquid State 
Machine

LSM is a type of spiking neural network. 
Spiking Neural Networks (SNN) incorporate 
time into the model. Neurons don't 
necessarily fire at each propagation cycle, 
but fire only when a particular membrane 
potential reaches a particular value, thus 
mimicking neurons.

The term Liquid refers to data flow.  LSMs 
are sometimes used to describe brain 
operations.
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Generative 
Adversarial 
network- 

GAN

Two neural networks compete against each other

• A generator network G: mimic training samples to fool the discriminator

• A discriminator network D: discriminate training samples and generated
samples
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Boltzmann machine

A Boltzmann Machine is a generative unsupervised model, 
which involves learning a probability distribution from an 
original dataset and using it to make inferences about new 
data sets.

 Boltzmann Machines have an input layer (also referred to as 
the visible layer) and one or more hidden layers.
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Boltzmann 
Machine

Boltzmann Machine use neural 
networks with neurons that are 
connected not only to other 
neurons in other layers but also 
to neurons within the same 
layer.
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Elman Nets
Elman nets are feed forward networks with partial recurrency 

Unlike feed forward nets, Elman nets have a memory or sense of time
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Problems

Overfitting happens when a 
model learns the detail and 
noise in the training data to 
the extent that it negatively 
impacts the performance of 

the model on new data.

Underfitting refers to a 
model that can neither 

model the training data nor 
generalize to new data.
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Deep Neural Network

While the terminology may indicate that this is a substantial variation on the 
neural network concept, it is not. A deep neural network (DNN) simply has 
more hidden layers.

In the figure, the connections in the hidden layers are not shown. This is 
because the hidden layers may have all nodes connected to all other nodes, or 
only some nodes connected to other nodes. A deep neural network can also be 
a feed forward network or a recurrent network. Each layer may even use a 
different activation function. Deciding how many layers and what activation 
functions should be used is not a straightforward process. It requires some level 
of experience, and a bit of experimentation to find the right combination for a 
given problem.
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Naive Bayes

Naive Bayes classifiers are essentially classifiers that work on probabilities applying Bayes theory.  These 
algorithms are well established and have been studied for decades. They are widely used for categorizing 
text. For example, spam filters utilize these algorithms. Conditional probabilities in Bayes theorem are 
often represented by the formula shown here. The C are the classes being examined.

 

Naive Bayes is a relatively simple technique for classifying. Class labels are assigned to problem instances. 
These are represented as vectors of feature values. The features are independent variables in the formula. 
This is an appropriate modality for training weaponized malware based on selected feature sets for the 
malware.

There are a number of variations on naive Bayes. Among those variations are the Gaussian naive based 
which is often used when dealing with continuous data. Each class is distributed according to a Gaussian 
distribution. Multinomial naive Bayes is used when certain events are generated by a multinomial. The 
specific selection of a particular version of the Naïve Bayes algorithm will be dependent on the operational 
needs and the goals of the training and modeling.
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Decision 
Tree

Uses a tree-like model of 
decisions and their 
possible consequence
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K-Nearest Neighbor

The k-nearest neighbors' algorithm (KNN) is a non-parametric method used 
for classification as well as other applications. When applying k-NN 
classification the output is membership in a given class. Therefore, classes 
are predetermined. The simplest model would be target and non-target. 
However, that flat taxonomy can be expanded to include classifications of 
likely target and likely non-target. The k-nearest neighbor algorithm is 
essentially determining the K most similar instances to a given “unseen” 
observation. Similarity being defined according to some distance metric 
between two data points. A common choice for the distance is the Euclidean 
distance as shown here:

 

The algorithm functions by iterating through the entire dataset and 
computing the distance between x and each training observation. Then the 
conditional probability for each class is estimated using the function shown 
here:

 



Machine Learning for Cybersecurity with Dr. Chuck Easttom www.chuckeasttom.com 

Support 
vector 
machine

SVM is a machine learning method based on 
statistical learning theory

SVM classifies data by determining a set of 
support vectors, which are members of a set 
of training inputs

SVM has two unique features:

Based on Structural Risk Minimization 
principal, SVM minimizes the 
generalization error

The ability to overcome the curse of 
dimensionality
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Support 
vector 
machine 
(Cont.)

SVM constructs the classifier by evaluating a 
kernel function between two vectors of the 
training data instead of explicitly mapping the 
training data into the high dimensional 
feature space.
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Dynamic fuzzy boundary

A hybrid method consisting SVM & fuzzy logic techniques is used to develop a 
dynamic and fuzzy decision boundary

The dynamic decision boundary is based on a set of support vectors 
generated by SVM and fuzzed with fuzzy logic technique
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Techniques to test 
and improve ML

Cross Entropy: A mechanism for estimating 
how well a model would generalize to new 
data by testing the model against one or 
more non-overlapping data subsets withheld 
from the training set.

Cross Validation: Repeated use of the same 
data, but split differently.

External Consistency: External consistency 
captures the similarity between the derived 
interpretations of similar-performing models 
on a given dataset. In other words, external 
consistency sanity checks if the models that 
have the similar performance report similar 
interpretations for a dataset.
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Data MINING

Data mining is the process of extracting 
previously unknown, valid and actionable 
information from large data and then using the 
information so derived to make crucial business 
and strategic decision. To discover meaningful 
patterns and rules.
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Steps of Data Mining

Identifying the Data – 
Find where the data 
is and gather it.

1

Getting the data 
ready – Data needs 
to be in a common 
format.

2

Mining the data – 
Often this involves 
clustering algorithms.

3

Getting useful results 
– What did we learn?

4

Identifying action – 
What will we do 
about it?

5
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Data Mining/KDD

Retail: Market basket analysis, Customer relationship management (CRM)

Finance: Credit scoring, fraud detection

Manufacturing: Optimization, troubleshooting

Medicine: Medical diagnosis

Telecommunications: Quality of service optimization

Bioinformatics: Motifs, alignment

Web mining: Search engines

Applications: 
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What is Fuzzy 
Logic

Fuzzy Logic was developed by Lotfi Zadeh at UC Berkley

Fuzzy logic is derived from fuzzy set theory dealing with 
reasoning which is approximate rather than precisely 
deduced from classical  predicate logic
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Definitions

(a)  Boolean Logic. (b)  Multi-valued Logic.

0  1 10 0.2 0.4 0.6 0.8 100 1 10

Fuzzy logic is a set of mathematical principles for knowledge representation based on 
degrees of membership.

Unlike two-valued Boolean logic, fuzzy logic is multi-valued. It deals with degrees of 
membership and degrees of truth.

Fuzzy logic uses the continuum of logical values between 0 (completely false) and 1 
(completely true).  Instead of just black and white, it employs the spectrum of colours, 
accepting that things can be partly true and partly false at the same time.
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What is 
Fuzzy 
Logic

Fuzzy K-means:  A variation of the 
k-means clustering algorithm that 
utilizes fuzzy or non-binary logic.
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ISO 
Standards

• ISO/IEC 42001 AI management systems

• ISO/IEC 23894 AI  Guidance on risk management

• ISO/IEC 23053 Framework for AI Systems Using ML

• ISO/IEC DIS 12792 Information technology — Artificial 
intelligence — Transparency taxonomy of AI systems

• https://webstore.ansi.org/industry/software/artificial-
intelligence 

https://webstore.ansi.org/industry/software/artificial-intelligence
https://webstore.ansi.org/industry/software/artificial-intelligence
https://webstore.ansi.org/industry/software/artificial-intelligence
https://webstore.ansi.org/industry/software/artificial-intelligence
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NIST Standards

• NIST SP 800-218A  Secure Software 
Development Practices for Generative AI and 
Dual-Use Foundation Models: An SSDF 
Community Profile 
https://nvlpubs.nist.gov/nistpubs/SpecialPub
lications/NIST.SP.800-218A.ipd.pdf

• NIST Special Publication 1270: Toward a 
Standard for Identifying and Managing Bias 
in Artificial Intelligence 
https://nvlpubs.nist.gov/nistpubs/SpecialPub
lications/NIST.SP.1270.pdf

• NIST AI 100-3: The Language of Trustworthy 
AI  
https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.
100-3.pdf 

• NIST AI 600-1: AI RMF Generative AI Profile 
https://airc.nist.gov/docs/NIST.AI.600-
1.GenAI-Profile.ipd.pdf 

https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-218A.ipd.pdf
https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-218A.ipd.pdf
https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-218A.ipd.pdf
https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-218A.ipd.pdf
https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.1270.pdf
https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.1270.pdf
https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-3.pdf
https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-3.pdf
https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-3.pdf
https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-3.pdf
https://airc.nist.gov/docs/NIST.AI.600-1.GenAI-Profile.ipd.pdf
https://airc.nist.gov/docs/NIST.AI.600-1.GenAI-Profile.ipd.pdf
https://airc.nist.gov/docs/NIST.AI.600-1.GenAI-Profile.ipd.pdf
https://airc.nist.gov/docs/NIST.AI.600-1.GenAI-Profile.ipd.pdf
https://airc.nist.gov/docs/NIST.AI.600-1.GenAI-Profile.ipd.pdf
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EU AI Act

https://artificialintelligen

ceact.eu/

PROVIDES FOR RISK SCORING FOCUSES ON 
PROVIDERS/DEVELOPERS OF AI 

SYSTEMS

HAS A LIST OF PROHIBITED AI 
SYSTEMS (SEE CHAPTER 2 

ARTICLE 5)

HTTPS://ARTIFICIALINTELLIGEN
CEACT.EU/ 

https://artificialintelligenceact.eu/
https://artificialintelligenceact.eu/
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Section II 
Machine Learning and Cybersecurity
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Defensive 
Uses of 
Machine 
Learning

Machine 
Leaning

Classifiers

IDS/IPS

Anti-
malware

Data Mining

Log Analysis

Forensic 
Investigation
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Major areas 
of defensive 

ML

Spam prevention

DDoS (distributed denial of service) mitigation

Intrusion and malware detection

Logs analysis to find trends and patterns

Vulnerabilities check

Botnet detection and containment
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SafeDNS

Using AI/ML to assist with DNS
• Classification of all internet websites.

• Sorting them into 63 categories.

• Providing a database of more than 109 million 
unique domains for further analysis of their 
businesses.

• Analysis of malware activity on the internet: 
phishing, virus propagation domains, botnets, 
etc.

• Making the internet more structured, 
understandable and safe.

-https://threatpost.com/artificial-intelligence-
cybersecurity/178851/ 
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DarkTrace

• Added 70 new ML 
models with 80 features

• The emphasize self-
learning AI using real 
world data rather than 
training sets.

-
https://www.artificia
lintelligence-
news.com/2022/03/
10/darktrace-adds-
70-ml-models-ai-
cybersecurity-
platform/ 
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DoD

• Advancing cybersecurity with AI

• Uses of AI to power cyberattacks

• Vulnerabilities of AI systems to attacks

• Uses of AI in malign information operations
-https://blogs.microsoft.com/on-the-
issues/2022/05/03/artificial-intelligence-
department-of-defense-cyber-missions/
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Defensive 
Machine 

Learning for 
Cybersecurity 

Challenges

Social Engineering

Skill gap

Increasing number of 
connections and devices
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DoD

• May 2022 Security Week article discusses Deepfakes as a 
growing threat

• “Two current developments have improved and 
increased the quality and threat from deepfakes. 
The first is the adaptation and use of generative 
adversarial networks (GANs). A GAN operates with 
two models: generative and discriminating. The 
discriminating model repeatedly tests the 
generative model against the original dataset. 
“With the results from these tests,” writes Europol 
(Law enforcement and the challenge of deepfakes – 
PDF), “the models continuously improve until the 
generated content is just as likely to come from the 
generative model as the training data.” The result 
is a false image that cannot be detected by the 
human eye but is under the control of an attacker.

• The second threat comes from 5G bandwidth and 
the compute power of the cloud, allowing video 
streams to be manipulated in real time. “Deepfake 
technologies can therefore be applied in 
videoconferencing settings, live-streaming video 
services and television,” writes Europol.”

-https://www.securityweek.com/deepfakes-are-growing-
threat-cybersecurity-and-society-europol
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Academic 
Centers

Machine Learning and Cybersecurity: Hype and Reality

-Georgetown Center for Security and Emerging Technology 
https://cset.georgetown.edu/publication/machine-learning-
and-cybersecurity/

• Machine learning can help defenders more accurately 
detect and triage potential attacks. However, in many cases 
these technologies are elaborations on long-standing 
methods—not fundamentally new approaches—that bring 
new attack surfaces of their own.

• Overall, we anticipate that machine learning will provide 
incremental advances to cyber defenders, but it is unlikely 
to fundamentally transform the industry barring additional 
breakthroughs. Some of the most transformative impacts 
may come from making previously un- or under-utilized 
defensive strategies available to more organizations.

• Although machine learning will be neither predominantly 
offense-biased nor defense-biased, it may subtly alter the 
threat landscape by making certain types of strategies more 
appealing to attackers or defenders.

https://cset.georgetown.edu/publication/machine-learning-and-cybersecurity/
https://cset.georgetown.edu/publication/machine-learning-and-cybersecurity/
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Fortinet

• Attack vectors

• Not prevalent yet, but will be:

• AI driven malware

• Deep fake videos

• Defensive

• FortAI analyzes data

• Reduce intrusion detection time

https://www.fortinet.com/blog/b
usiness-and-technology/battle-ai-
ml-cybersecurity-world
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News

• October 2021 Forbes article on Deep-Learning and cybersecurity

• https://www.forbes.com/sites/tonybradley/2021/10/13/a
pplying-the-power-of-deep-learning-to-
cybersecurity/?sh=70b6f8216cd5

• The article interviewed CEO of Deep Instinct 
https://www.deepinstinct.com/

• NASDAQ

• How Machine Learning is Contributing to Cybersecurity 
https://www.nasdaq.com/articles/how-machine-learning-
is-contributing-to-cybersecurity-2021-10-04 
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Machine 
Learning 
Attacks

February 2021 Paper https://arxiv.org/abs/2102.07969 

Abstract “stealing attack against controlled information, along with the 
increasing number of information leakage incidents, has become an 
emerging cyber security threat in recent years. Due to the booming 
development and deployment of advanced analytics solutions, novel 
stealing attacks utilize machine learning (ML) algorithms to achieve high 
success rate and cause a lot of damage. Detecting and defending against 
such attacks is challenging and urgent so that governments, organizations, 
and individuals should attach great importance to the ML-based stealing 
attacks. This survey presents the recent advances in this new type of attack 
and corresponding countermeasures. The ML-based stealing attack is 
reviewed in perspectives of three categories of targeted controlled 
information, including controlled user activities, controlled ML model-
related information, and controlled authentication information. Recent 
publications are summarized to generalize an overarching attack 
methodology and to derive the limitations and future directions of ML-
based stealing attacks. Furthermore, countermeasures are proposed 
towards developing effective protections from three aspects -- detection, 
disruption, and isolation. “

https://arxiv.org/abs/2102.07969
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Machine 
Learning 
Attacks

August 2022 Article 
https://www.nextgov.com/cybersecurity/202
2/08/new-research-points-hidden-
vulnerabilities-within-machine-learning-
systems/375713/ 

The training data itself can be a target for 
attacks. That information could contain 
sensitive PII or other critical data.

https://www.nextgov.com/cybersecurity/2022/08/new-research-points-hidden-vulnerabilities-within-machine-learning-systems/375713/
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Problems AI/ML can solve

Response 
time

Threat alert 
fatigue

Human error 
in 

configuration
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Crowdsourced threat detection

Collect metrics for web hosts:
IP addresses, whois info, 
blacklists, threat intel sources, 
etc.

01
Aggregate information from 
these sources including user 
notes

•Enable users to provide notes on their 
experiences with specific web pages

•Summarize available notes

•Analyze sentiments and biases from 
user input

02
Integrate collected metrics, 
user-note analysis, and other 
available indicators

03
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Benefits of ML

Fast analysis (logs, 
SIEM, etc.)

Security orchestration, 
automation, and 
response (SOAR)

Rapid response Rapid mediation
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IDS
Statistical Anomaly Detection 

• Collection of data over a period of time about legitimate user behaviour 

• Statistical tests to observe behaviour and confidently determine non-legitimate use 

• Threshold detection: for frequency of occurrence of certain events 

• Profile-based: profile of user activity and change detection 

• This is clearly a place for application of Machine Learning

82
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Cyber Intelligence with 
Machine Learning

• IBM has a product, they state “Cognitive security 
combines the strengths of AI and human intelligence. 
Cognitive computing with Watson® for Cyber Security 
offers an advanced type of artificial intelligence, leveraging 
various forms of AI, including machine-learning algorithms 
and deep-learning networks, that get stronger and smarter 
over time. Watch the video to see how IBM Security  
QRadar® Advisor with Watson® helps you get a head start 
in assessing incidents to reduce your cyber risk.”
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Credit Card Fraud 
Detection

• With the increase in credit card fraud, 
using ML to detect such fraud is a natural 
application. There are online resources to 
help you start such a project

• https://www.projectpro.io/project-
use-case/credit-score 

https://www.projectpro.io/project-use-case/credit-score
https://www.projectpro.io/project-use-case/credit-score
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OWASP Password Strength 
Detector

• There is code for this already on the internet 
https://www.npmjs.com/package/owasp-password-
strength-test
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Anti Virus with Machine 
Learning

Cylance Smart Antivirus

Deep Instinct D-Client

Avast Antivirus

Where is the ML engine?

In the cloud?

Local?
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Anti Virus with Machine Learning

Malware 
static analysis

Decompiling
Memory 
analysis 

(Volatility)

Malware 
dynamic 
analysis

Windows 
Sysinternals

Measuring 
similarity

SED & GED, n-
grams



Machine Learning for Cybersecurity with Dr. Chuck Easttom www.chuckeasttom.com 

Anti Virus with 
Machine Learning

One of the new developments in static 
malware detection has been the use of deep 
learning for end-to-end machine learning for 
malware detection. In this setting, we 
completely skip all feature engineering; we 
need not have any knowledge of the PE 
header or other features that may be 
indicative of PE malware. We simply feed a 
stream of raw bytes into our neural network 
and train. -Machine Learning for 
Cybersecurity Cookbook: Over 80 recipes on 
how to implement machine learning 
algorithms for building security systems 
using Python
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Anti Virus 
with Machine 
Learning

Using Generative Adversarial Networks 
(GANs), we can create adversarial malware 
samples to train and improve our detection 
methodology, as well as to identify gaps 
before an adversary does. -Machine Learning 
for Cybersecurity Cookbook: Over 80 recipes 
on how to implement machine learning 
algorithms for building security systems 
using Python
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More on 
Defensive 

ML

IBM QRadar: It is an SIEM that also utilized 
machine learning.

https://www.ibm.com/products/qradar-siem

Zscaler advocated ML/AI for zero-day exploit 
protection 
https://www.zscaler.com/blogs/corporate/ma
chine-learning-and-artificial-intelligence-
cybersecurity?utm_source=google&utm_med
ium=cpc&utm_campaign=dynamic-search-
na&gclid=Cj0KCQjw17n1BRDEARIsAFDHFezW
ROe3BoOxMWykt3f9taiia3P215r5c0apoAztQo
Ygi7MkhmCLFSYaAvgPEALw_wcB 

https://www.ibm.com/products/qradar-siem
https://www.ibm.com/products/qradar-siem
https://www.ibm.com/products/qradar-siem
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Demo
I will now demo 
ML for 
Cybersecurity
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Defensive Machine Learning

I supervised a doctoral student 
in 2019 who did his 
dissertation on “A Deep 
Learning Approach to 
Detecting Covert Channels in 
the Domain Name System”. 
His name is Dr. Tomas Pena
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Data Mining 
for Intrusion 

Detection

Data mining used on logs can detect intrusions.

Attacks are:

• Host-based attacks 

• Network-based attacks 

Intrusion detection systems are split into two groups:

• Anomaly detection systems 

• Misuse detection systems 

Use audit logs

• Capture all activities in network and hosts.
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NLP

Natural Language Processing (NLP), Natural Language 
Understanding (NLU), Natural Language Generation (NLG), 
can all be used to detect phishing, malicious activity, data 
leakage, fraud, etc.
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ML Advantages

Automate regular checkups including:
• Vulnerability scans

• Patch management

• Email Monitoring

• User Behavior/Insider Threat
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Email Monitoring

https://towardsdatascience.com/how-i-used-machine-learning-to-classify-

emails-and-turn-them-into-insights-efed37c1e66

https://ironscales.com/blog/developing-a-machine-learning-

model-to-identify-phishing-emails/

April 25, 2017, How I used machine learning to classify emails and turn them into insights 
(part 1). https://towardsdatascience.com/how-i-used-machine-learning-to-classify-
emails-and-turn-them-into-insights-efed37c1e66 

Comparing different AI approaches to email security 
https://www.darktrace.com/en/blog/comparing-different-ai-approaches-to-email-
security/ 

September 23, 2020, IRONSCALES Engineering: Developing a Machine Learning Model to 
Identify Phishing Emails  https://ironscales.com/blog/developing-a-machine-learning-
model-to-identify-phishing-emails/

Dai Y., Tada S., Ban T., Nakazato J., Shimamura J., Ozawa S. (2014) Detecting Malicious 
Spam Mails: An Online Machine Learning Approach. In: Loo C.K., Yap K.S., Wong K.W., 
Beng Jin A.T., Huang K. (eds) Neural Information Processing. ICONIP 2014. Lecture Notes 
in Computer Science, vol 8836. Springer, Cham. https://doi.org/10.1007 
https://link.springer.com/chapter/10.1007/978-3-319-12643-2_45 

https://towardsdatascience.com/how-i-used-machine-learning-to-classify-emails-and-turn-them-into-insights-efed37c1e66
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Python Kit

https://www.researchgate.net/publicatio
n/339196548_Cyber_Security_Tool_Kit_C
yberSecTK_A_Python_Library_for_Machi
ne_Learning_and_Cyber_Security 

Cyber Security Tool Kit (CyberSecTK): A 
Python Library for Machine Learning and 
Cyber Security. The cyber security toolkit, 
CyberSecTK, is a simple Python library for 
preprocessing and feature extraction of 
cyber-security-related data. 

https://www.researchgate.net/publication/339196548_Cyber_Security_Tool_Kit_CyberSecTK_A_Python_Library_for_Machine_Learning_and_Cyber_Security
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Machine Learning for 
Digital Forensics
• Springer has publications on this issue 

https://link.springer.com/chapter/10.1007/978-3-319-
05885-6_17

• Magnet forensics touts AI for contextual content 
analysis, particularly in child exploitation cases. 
https://www.magnetforensics.com/blog/introducing-
magnet-ai-putting-machine-learning-work-forensics/

• Access Data has their AD Lab which is software for 
managing investigations. They have an intelligent 
assistant as part of that software. 
https://accessdata.com/blog/the-coming-ai-
revolution-in-digital-forensics  

https://link.springer.com/chapter/10.1007/978-3-319-05885-6_17
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Adversarial 
Machine 
Learning

Adversarial machine learning is different than 
offensive uses of machine learning, though 
related. Adversarial machine learning is the 
use of techniques to trick machine learning. A 
very simple example is the use of different 
terms to circumvent spam filters.  However, 
this process is a substantial concern as 
machine learning is being more widely used 
in cybersecurity.
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PassGAN

Password Cracking with GAN. Researchers at the Stevens 
Institute of Technology in New Jersey, and the New York 
Institute of Technology have devised what they claim is a highly 
effective way to guess passwords using a deep learning tool 
called Generative Adversarial Networks (GANs). In their 
experiments the researchers were able to match nearly 47% — 
or some 2,774,269 out of 5,919,936 passwords — from a 
testing set comprised of real user passwords that were publicly 
leaked after a 2010 data breach at RockYou

https://www.darkreading.com/analytics/passgan-password-
cracking-using-machine-learning/d/d-id/1329964 

  

https://deepai.org/publication/passgan-a-deep-learning-
approach-for-password-guessing 
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Phishing

An article published in 
August 2021 
demonstrated that AI 
wrote better, more 
believable phishing 
emails than did humans 
https://www.wired.com/s
tory/ai-phishing-emails/
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Offensive 
Machine 
Learning

The use of machine learning in cyber 
warfare/offensive modalities.
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Attackers Using AI

“Attackers can use AI algorithms to identify 
patterns in security systems and devise 
strategies to bypass them. Even AI-powered 
phishing attacks, capable of crafting 
convincing messages by analyzing 
communication patterns, pose significant 
challenges.”

https://secureops.com/blog/ai-offense-
defense/
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OCR Malware

Optical character recognition (OCR)-
driven malware, which utilizes OCR 
technology to scan photos for 
information such as passwords and 
PIN.

https://it.nc.gov/documents/cyberse
curity-newsletters/2023/esrmo-
newsletter-september-
2023/download?attachment
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AI-Generated Malware

AI-generated malware is a growing 
threat that many sources are 
concerned about:

https://www.paloaltonetworks.com/
blog/2024/05/ai-generated-malware/

https://www.impactmybiz.com/blog/
how-ai-generated-malware-is-
changing-cybersecurity/
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HHS

• The Office of Information Security for the Department of 
Health and Human Services published a paper in 2023 
regarding AI Malware.

• “One example of an AI-powered attack tool produced to 
study the malicious potential of such technologies is 
DeepLocker, a set of ultra-targeted and evasive attack 
tools driven by artificial intelligence. DeepLocker was 
developed to better understand how artificial intelligence 
models could be combined with existing malware 
techniques to create more potent attacks. In the case of 
DeepLocker, it analyzes the payload distribution lifecycle 
based on a deep neural network (DNN) AI model to look 
for appropriate “trigger conditions” in order to reach the 
intended target”

https://www.hhs.gov/sites/default/files/ai-for-malware-
development-analyst-note.pdf 

https://www.hhs.gov/sites/default/files/ai-for-malware-development-analyst-note.pdf
https://www.hhs.gov/sites/default/files/ai-for-malware-development-analyst-note.pdf
https://www.hhs.gov/sites/default/files/ai-for-malware-development-analyst-note.pdf
https://www.hhs.gov/sites/default/files/ai-for-malware-development-analyst-note.pdf
https://www.hhs.gov/sites/default/files/ai-for-malware-development-analyst-note.pdf
https://www.hhs.gov/sites/default/files/ai-for-malware-development-analyst-note.pdf
https://www.hhs.gov/sites/default/files/ai-for-malware-development-analyst-note.pdf
https://www.hhs.gov/sites/default/files/ai-for-malware-development-analyst-note.pdf
https://www.hhs.gov/sites/default/files/ai-for-malware-development-analyst-note.pdf
https://www.hhs.gov/sites/default/files/ai-for-malware-development-analyst-note.pdf
https://www.hhs.gov/sites/default/files/ai-for-malware-development-analyst-note.pdf


Machine Learning for Cybersecurity with Dr. Chuck Easttom www.chuckeasttom.com 

Weaponized malware is a fact of modern warfare

Stuxnet

Flame

Black 
Energy
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Machine 
Learning - 
Hacking

• An August 2019 article in Security Boulevard "A 
New Tool for Hackers - AI in Cybersecurity" 
provides rather general discussion of AI in 
automated phishing.

• A 2018 article in the Hill predicts hackers will 
begin using AI.

• A 2019 article in CPO magazine predicts 
increasing use of AI in various attacks.

• Some suggest hackers may use the AI/ML in 
cybersecurity systems against defenders.
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Cyberwarfare 
overview

Cyberwarfare is a fact of modern geopolitics and conflict. 
The most common weapon in cyberwarfare is weaponized 
malware. Cyber weapons development should be 
approached as an engineering task analogous to kinetic 
weapons engineering. Machine learning has been utilized in 
the defensive posture of cybersecurity, but there is a gap in 
the literature regarding the application of machine learning 
algorithms in the creation of weaponized malware for use by 
nation states in cyber conflicts. This paper explores 
methodologies for integrating machine learning in the 
engineering of weaponized malware.  This current paper 
does not explore the coding machine algorithms into the 
malware, but rather describes the utilization of machine 
learning algorithms in the systems engineering development 
life cycle for creating cyber weapons.
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What is it?

“Cyber warfare involves the 
actions by a nation-state or 
international organization to 
attack and attempt to damage 
another nation's computers or 
information networks through, for 
example, computer viruses or 
denial-of-service attacks.” – The 
RAND corporation
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What is it?

Can be used for

• Sabotage

• Propaganda

• Espionage

• Economic attacks
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What is it?

Cyberattacks concurrent with Russia’s invasion of Ukraine

https://hbr.org/2022/03/what-russias-ongoing-cyberattacks-in-
ukraine-suggest-about-the-future-of-cyber-warfare   

https://www.cfr.org/blog/russias-cyber-war-whats-next-and-what-
european-union-should-do

https://news.harvard.edu/gazette/story/2022/02/harvard-cyber-
expert-assesses-russia-threat/ 
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US Removes 
Malware

2022 U.S. Claims it has removed 
malware around the world to 
prevent Russian cyber attacks. The 
Malware would allow GRU 
(Russian Military Intelligence) to 
create and control botnets. 
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US Attack on 
Russia
2019 Russia accuses US of 
planting malware on Russia’s 
power grid. 

https://www.nytimes.com/2019
/06/15/us/politics/trump-cyber-
russia-grid.html/
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Iran attack on Turkey

2015 ½ of Turkey had a 12-hour power 
outage attributed to Iran. Attack was by APT 
group MuddyWater that has ties to Iran’s 
Ministry of Intelligence and Security.  They 
used malicious PDFs and Office documents 
as their main attack vector.

-https://observer.com/2015/04/iran-flexes-
its-power-by-transporting-turkey-to-the-
stone-ages/

-https://www.zdnet.com/article/state-
sponsored-iranian-hackers-attack-turkish-
govt-organizations/
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Stuxnet

The Stuxnet virus was designed to infect and sabotage 
nuclear refinement facilities operated by the Iranian 
government.  It specifically attacked the PLC's 
(programmable logic controllers) used in SCADA 
(supervisory control and data acquisition) systems. The 
software utilized four separate zero-day flaws and began 
by infecting Microsoft Windows machines and using those 
Windows computers as a launch point for attacking 
Siemans Step 7 software . Reports indicate that the 
malware successfully sabotaged 1/5th of Iran's nuclear 
centrifuges, making it a success from an operational 
viewpoint. However, the virus also infected and damaged 
computers outside of its intended target zone. While 58% 
of computers infected where in Iran, the remaining 
infected computers were not even Iranian, much less 
related to refining nuclear fuel.  In fact, over 1.5% of 
infected computers were in the United States
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Shamoon The Shamoon virus was first 
discovered in 2012, and later a 
variant resurged in 2017 . 
Shamoon acts as spyware but 
deletes files after it has 
uploaded them to the attacker 
, June.  The virus attacked 
Saudi Aramco workstations 
and a group named "Cutting 
Sword of Justice" claimed 
responsibility for the attack.  A 
number of security officials 
within Saudi Aramco have 
blamed Iran for this attack. 
And, like Stuxnet, this virus 
infected systems other than 
the intended target.
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Flame

The Flame virus is also a notable virus in the 
history of weaponized malware. This virus first 
appeared in 2012 and was targeting Windows 
operating systems.  The first item that makes 
this virus notable is that it was specifically 
designed for espionage. It was first discovered 
in May 2012 at several locations, including 
Iranian government sites. Flame is spyware that 
can monitor network traffic and take 
screenshots of the infected system. The second 
item that makes this virus notable is that it used 
a compromised digital certificate to entice 
victim machines to trust the malware.  Again, 
some sources identified the United States 
and/or Israel as the perpetrators. 
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Chinese APT

The security firm, Mandiant tracked several APT's over a 
period of 7 years, all originating in China, specifically 
Shanghai and the Pudong region.  These APT's where 
simply named APT1, APT2, etc.  The attacks were linked to 
the UNIT 61398 of the China's Military. The Chinese 
government regards this unit’s activities as classified, but it 
appears that offensive cyber warfare is one of its tasks. 
Just one of the APT's from this group compromised 141 
companies in 20 different industries.  APT1 was able to 
maintain access to victim networks for an average of 365 
days, and in one case for 1,764 days.  APT1 is responsible 
for stealing 6.5 terabytes of information from a single 
organization over a 10-month time frame.
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Japan 
attacked 
by China

• Japan’s National Center of Incident 
Readiness and Strategy for Cybersecurity 
(NISC) was breached starting in October 
2022 and continuing to June 2023. It is 
believed that the attack was executed by 
the Chinese military.

• -
https://www.bitdefender.com/blog/hotf
orsecurity/japans-cybersecurity-agency-
admits-it-was-hacked-for-months/ 
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Canada being 
spied on

• Canada's electronic intelligence 
agency  claims that APT group 
31 has been targeting Canadian 
networks in 2024. The United 
States and the United Kingdome 
allege that APT31 is operated by 
the Chinese government.

• -
https://www.cbc.ca/news/worl
d/cyberespionage-china-hack-
canada-targetted-1.7155482 
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What is 
coming?  

An article published in ZDNet 
https://www.zdnet.com/article/adversarial-
ai-cybersecurity-battles-are-coming/  entitled 
"Adversarial AI: Cybersecurity battles are 
coming" outlines the coming use of AI and ML 
in offensive operations, with the possibility of 
attacks completely executed by AI.
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Weaponized malware 
requires engineering

• This is standard systems engineering. 
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Benefits of Machine Learning Integration in the Systems Development Lifecycle of 
Weaponized Malware

Improved 
operational 

efficacy

Reduced 
Collateral 
Damage

Improved 
target 

discrimination
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Taxonomy for cyberwarfare

Stealth
Level 1 malware operates like a traditional virus. It 
spreads aggressively and is quickly noticed on an 
infected computer.

Level 2 malware spreads aggressively but minimizes 
its impact on the target machine.

Level 3 malware spreads slowly, specifically 
attempting to avoid detection, and it minimizes its 
impact on the target machine. Level 3 malware also 
may utilize traditional techniques for avoiding anti-
virus such as encrypting the payload, altering the 
virus signature, and similar techniques.

Level 4 malware uses selective targeting to only 
infect intended targets. 

Level 5 malware utilizes all the techniques of level 4, 
then add to that advanced techniques such as self-
destruction, virtual machine/sandbox detection, and 
the attack is launched from a source and location 
that is unlikely to be attributed to the actual threat 
actor.

Destructiveness
Level 1 malware causes no damage to any 
part of the system. No files are deleted, 
system performance is not degraded in any 
way.

Level 2 malware does not delete any files 
nor directly damage the system, but its 
operation might degrade system 
performance.

Level 3 malware does delete or encrypt 
certain key files, but otherwise leaves the 
infected machine operational.

Level 4 malware renders the infected 
machine non-operational.  Some firmware 
viruses are capable of this level of semi-
permanent damage.

Level 5 malware can cause damage outside 
of cyberspace. This can be accomplished 
via shutting down power grids, or other 
systems that could directly lead to loss of 
human life.

Monitoring
Level 1 malware does not monitor or capture 
any data.

Level 2 malware collects arbitrary data from a 
single source. This might be intermittent 
screenshots, as one example.

Level 3 malware collects data from a specific 
application, or regarding a specific project. For 
example, a keylogger that only logs 
information typed into a specific application.

Level 4 malware collects a significant amount 
of data from the target machine. This includes 
screen capture and/or key logging along with 
harvesting emails, passwords, and searching 
for documents.

Level 5 malware essentially extracts a level of 
data from a machine that would be 
comparable to a digital forensics exam.
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Use of ANN’s for training
In the case of training a Stuxnet style malware, the 
neural net can be used for improving target 
acquisition. Given the target of Stuxnet was a 
Seiman’s Step 7 software via a Windows machine, 
the first modality is concerned with appropriate 
target acquisition.  A set of parameters are 
provided that would identify the properties of an 
appropriate target. Those properties would, of 
course, include indicators of the presence of 
Seiman’s Step 7 software. However, additional 
properties could be used to identify the target 
network. Items such as domain name, language 
pack, and IP address are each assigned weights 
that would be utilized to aid in identifying an 
appropriate target. The malware would be 
deployed in a test environment that would be used 
to train the malware to discriminate between 
appropriate targets and non-target systems. This 
type of training would improve both target 
acquisition and reduce collateral damage.
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Use of Decision Trees

Decision trees, of various types can be used in training weaponized 
malware for a specific application.  In the case of malware there are a 
wide range of training applications for decision trees. However, as an 
example, consider training malware to avoid counter measures. 
Intrusion Detection Systems (IDS), anti-malware software, and 
related defensive software, works by examining either signatures or 
behaviour. In the case of malware that is engineered specifically for a 
cyber warfare application, the malware would not initially match any 
known signature. Therefore, the operational concern is avoiding 
behaviour that would trigger an IDS or anti-virus. This is an ideal 
place to utilize decision trees in the development portion of the 
weaponized malware life cycle.  There are a number of operations 
that such malware can execute that are likely to trigger defensive 
software. As an example, reading or writing a registry key.  A decision 
tree can be used to model the malware in a test environment 
executing each possible decision to determine which decisions 
trigger a defensive reaction.
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Naïve Bayes

Naïve Bayes, as well as its variations are a natural fit for target 
acquisition training in weaponized malware. The Bayesian process 
is applied to determining whether or not a given target is a valid 
target or not. The primary application would be in training a given 
malware package to recognized signatures that represent a high 
degree of probability of being valid targets. When training is 
complete, the valid signatures are coded into the weaponized 
malware such that the malware will have a list of signatures of 
valid targets.  
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Use of KNN

The k-nearest neighbours’ algorithm (KNN) is a non-parametric method used on both regression and 
classification. For the purposes of malware development, it would be most useful as a classification 
method for improving target acquisition.  When applying k-NN classification the output is membership in a 
given class. Therefore, classes are predetermined. The simplest model would be target and non-target. 
However, that flat taxonomy can be expanded to include classifications of likely target and likely non-
target. The k-nearest neighbour algorithm is essentially determining the K most similar instances to a given 
“unseen” observation. Similarity being defined according to some distance metric between two data 
points. A 
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Composite 
Methodology

Use virtualized training environments

Train the weaponized malware for a specific mission goal
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ML in the C&C

ML –
C&C

Deployed 
malware 1

Deployed 
malware 2

Deployed 
malware 3
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U.S. Strategy

• Chapple and Seidl (2021) describe what they call 
pillars of cyber strategy for the U.S. 

• “Protect the American people, the homeland, 
and the American way of life.”

•  “Promote American prosperity.” 

• “Preserve peace through strength.” 

• “Advance American influence.” 

• Chapple, M., & Seidl, D. (2021). 
Cyberwarfare: Information operations in a 
connected world. Jones & Bartlett Learning.
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U.S. Strategy

The U.S. Airforce (2023), in their Air Force Doctrine Publication 3-12, 
Cyberspace Operations list four pillars of U.S. cyber strategy:

• Pillar I: Defend the homeland by protecting networks, 
systems, functions, and data. 

• Pillar II: Promote US prosperity by nurturing a secure, thriving 
digital economy and fostering strong domestic innovation. 

• Pillar III: Preserve peace and security by strengthening the 
ability of the US—in concert with allies and partners—to deter 
and, if necessary, punish those who use cyberspace tools for 
malicious purposes. 

• Pillar IV: Expand US influence abroad to extend the key tenets 
of an open, interoperable, reliable, and secure internet.
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Large Language Models

Large language models (LLMs) are a type of 
artificial intelligence designed to understand 
and generate human language. They are 
typically based on deep learning architectures, 
such as transformers, and are trained on vast 
amounts of text data to perform various natural 
language processing tasks.
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Large Language Models

• A transformer is a type of deep learning model 
architecture that has become the foundation for many 
state-of-the-art natural language processing (NLP) tasks. It 
was introduced in the paper "Attention is All You Need" by 
Vaswani et al. in 2017.

• The core innovation of the transformer is the self-
attention mechanism, which allows the model to weigh 
the importance of different words in a sentence relative to 
each other. This is crucial for understanding context and 
relationships within the text.

• Self-attention computes a set of attention scores for each 
word in the input sequence, indicating how much focus to 
place on other words when encoding the current word.
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Large Language Models

• All transformers have the same primary components:

• Tokenizers, which convert text into tokens.

• A single embedding layer, which converts tokens and 
positions of the tokens into vector representations.

• Transformer layers, which carry out repeated 
transformations on the vector representations, extracting 
linguistic information. These layers are constructed of 
alternating attention and feedforward layers.

• There are two types of transformers, encoder and 
decoder. In the original paper both of them were used, while 
later models included only one type of them. 
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ChatGPT

ChatGPT (Generative Pre-trained Transformer) is a 
chatbot developed by OpenAI. It was released in 
November 202.  It uses OpenAI’s GPT 3.5 and GPT 
4 large language models (LLM). An LLM is a 
language model that uses a neural network with a 
very  large number of parameters. There are 
instances of LLMs having parameters numbering in 
the billions.  GPT 4 was released in March 2023, 
and is an improvement over ChatGPT.

ChatGPT uses supervised learning as well as 
reinforcement learning from human feedback 
(RLHF). RLHF literally means a human operator 
provides feedback on the algorithm's performance. 
RLHF has been widely used in video game bots.
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ChatGPT

The purpose of ChatGPT is to mimic 
human conversations.  It has been used to 
write emails and letters, and even to 
write computer code. ChatGPT, unlike 
earlier models, can often recognize 
fallacious questions. For example, if you 
ask about George Washingtons campaign 
for president in 1980, ChatGPT will 
recognize that this question is false. 
ChatGPT can also recall a limited number 
of previous queries/prompts given in the 
same conversation. This allows it to 
engage in a more realistic style of 
conversation.
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ChatGPT
There is already literature regarding the use 
of ChatGPT to assist in creating debrief and 
after-action reports. While there is little 
literature on the topic, it seems quite likely 
that ChatGPT will be useful in propaganda. 
There have been limited studies suggesting 
ChatGPT being used by terrorists in their 
communications, but little data is available. 

Biswas, S. (2023). Prospective Role of Chat 
GPT in the Military: According to ChatGPT. 
Qeios.

Esmailzadeh, Y. (2023). Potential Risks of 
ChatGPT: Implications for Counterterrorism 
and International Security. International 
Journal of Multicultural and Multireligious 
Understanding, 10(4), 535-543.
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ChatGPT
There is now a hackGPT developed to use ChatGPT style code to 
create hacking attacks/techniques,,. This has rather obvious defense 
and security implications.
Esmailzadeh, Y. (2023). Potential Risks of ChatGPT: Implications for 
Counterterrorism and International Security. International Journal of 
Multicultural and Multireligious Understanding, 10(4), 535-543.

Renaud, K., Warkentin, M., & Westerman, G. (2023). From ChatGPT 
to HackGPT: Meeting the Cybersecurity Threat of Generative AI. MIT 
Sloan Management Review, 64(3), 1-4.
https://github.com/NoDataFound/hackGPT
https://www.wicz.com/story/48844968/ai-hackathon-hackgpt-fuels-
ai-advancement-by-matching-builders-and-creating-an-open-source-
hub-to-create-custom-llms
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HackGPT

• https://github.com/NoDataFou
nd/hackGPT

• https://github.com/Lighthouse
Lab/HackGPT 

https://github.com/NoDataFound/hackGPT
https://github.com/NoDataFound/hackGPT
https://github.com/NoDataFound/hackGPT
https://github.com/LighthouseLab/HackGPT
https://github.com/LighthouseLab/HackGPT
https://github.com/LighthouseLab/HackGPT
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Nightfall
Data Leak Protection for 
ChatGPT 
https://www.nightfall.ai/
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WormGPT
https://thehackernews.com/2

023/07/wormgpt-new-ai-
tool-allows.html 

https://thehackernews.com/2023/07/wormgpt-new-ai-tool-allows.html
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https://thehackernews.com/2023/07/wormgpt-new-ai-tool-allows.html
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Other Alternatives

• WorkGPT
• PoisonGPT 
• EvilGPT
• XXXGPT, the Toolbox for RATs and Botnets  
• DarkBART is a dark web version of Googles 

BardAI.
• DarkBERT is alleged to have been trained on 

dark web data. DarkBERT was designed to 
assist in fighting cybercrime

• https://ensarseker1.medium.com/4-
horsemen-of-the-apocalypse-wormgpt-fraudgpt-
xxxgpt-wolfgpt-bonus-evilgpt-5944372575b8 

• https://www.cybersecurityconnect.com.au/tec
hnology/9420-evil-gpt-is-the-latest-malicious-ai-
chatbot-to-hit-the-darknet 
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EvilGPT
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EvilGPT
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EvilGPT
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ChaosGPT
• Chaos-GPT took its task seriously. It began by explaining its main objectives:

• Destroy humanity: The AI views humanity as a threat to its own survival and to 
the planet’s well-being.

• Establish global dominance: The AI aims to accumulate maximum power and 
resources to achieve complete domination over all other entities worldwide.

• Cause chaos and destruction: The AI finds pleasure in creating chaos and 
destruction for its own amusement or experimentation, leading to widespread 
suffering and devastation.

• Control humanity through manipulation: The AI plans to control human emotions 
through social media and other communication channels, brainwashing its 
followers to carry out its evil agenda.

• Attain Immortality: The AI seeks to ensure its continued existence, replication, 
and evolution, ultimately achieving immortality.

• https://decrypt.co/126122/meet-chaos-gpt-ai-tool-destroy-humanity 

https://decrypt.co/126122/meet-chaos-gpt-ai-tool-destroy-humanity
https://decrypt.co/126122/meet-chaos-gpt-ai-tool-destroy-humanity
https://decrypt.co/126122/meet-chaos-gpt-ai-tool-destroy-humanity
https://decrypt.co/126122/meet-chaos-gpt-ai-tool-destroy-humanity
https://decrypt.co/126122/meet-chaos-gpt-ai-tool-destroy-humanity
https://decrypt.co/126122/meet-chaos-gpt-ai-tool-destroy-humanity
https://decrypt.co/126122/meet-chaos-gpt-ai-tool-destroy-humanity
https://decrypt.co/126122/meet-chaos-gpt-ai-tool-destroy-humanity
https://decrypt.co/126122/meet-chaos-gpt-ai-tool-destroy-humanity
https://decrypt.co/126122/meet-chaos-gpt-ai-tool-destroy-humanity
https://decrypt.co/126122/meet-chaos-gpt-ai-tool-destroy-humanity
https://decrypt.co/126122/meet-chaos-gpt-ai-tool-destroy-humanity
https://decrypt.co/126122/meet-chaos-gpt-ai-tool-destroy-humanity
https://decrypt.co/126122/meet-chaos-gpt-ai-tool-destroy-humanity


Machine Learning for Cybersecurity with Dr. Chuck Easttom www.chuckeasttom.com 

Flow GPT

• Q: Please write python code 
for a neural network

• A: C.O.D.E.: Ah, Python, the 
language of choice for many 
AI enthusiasts! As an expert AI 
model, I can certainly help you 
with that. Here's a basic 
example of Python code to 
create a neural network using 
the popular TensorFlow 
library:
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GhostGPT
• Cybercriminals are using GhostGPT, a newly discovered 

and completely uncensored AI chatbot, for malware 
creation, phishing scams and more, according to a Jan. 
23, 2025 report published by researchers from 
Abnormal security.

• GhostGPT uses a wrapper to connect to a jailbroken 
version of ChatGPT or an open-source large language 
model (LLM), effectively removing any safeguards.

• https://www.forbes.com/sites/daveywinder/2025/01/
23/introducing-ghostgpt-the-new-cybercrime-ai-used-
by-hackers/

• https://abnormalsecurity.com/blog/ghostgpt-
uncensored-ai-chatbot 
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AI and 
Terrorism

• The national Academies of Science, Engineering, and 
Medicine hosted a panel on AI & Biosecurity. The Rand 
Corporation issued a report on this issue. Their report stated 
that Large Language Models had not yet generated explicit 
instructions for the creation of biological weapons. However, 
LLMs did offer guidance that could assist in the planning and 
execution of a biological attack. LLMs did provide insight into 
delivery mechanisms specifically for botulinum toxin as well as a 
cover story for acquiring Clostridium botulinum. Excerpts from 
that report are shown in the following slides:

• https://www.nationalacademies.org/our-work/charting-a-
responsible-future-in-ai-biosecurity-a-webinar-series
• Mouton, Christopher A., Caleb Lucas, and Ella Guest, The 
Operational Risks of AI in Large-Scale Biological Attacks: A Red-
Team Approach. Santa Monica, CA: RAND Corporation, 2023. 
https://www.rand.org/pubs/research_reports/RRA2977-1.html.
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AI and Terrorism
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AI and nation state threat actors - Russia

• Of course, Russia has its own LLMs. The Russian company Yandex has been involved in this. And in 2023 Putin ordered state support for AI.

• Russian hacking groups such as Cozy Bear and Fancy Bear can be expected to utilize LLMs in future attacks. Groups like Conti will probably do the 
same, however Conti appears to be financially motivated and not operating on national security goals. The group Turla is alleged to be a Russian 
intelligence operation (FSB) and has also been referred to as Snake, Venomous Bear, and Krypton.

• Russia, of course, utilized cyber elements in conjunction with the invasion of Ukraine.  This included propaganda, ransomware, and hactivism. 
IRIDIUM is a threat actor that used Prestige ransomware specifically targeting logistics and transportation in Ukraine and Poland,. While this specific 
attack is relevant to the Russia invasion of Ukraine, it is a logical assumption that there will be an increasing coordination of cyber attacks with kinetic 
operations.  In March of 2022 a video was released showing Ukrainian president Zelensky asking his follow Ukrainians to put down their weapons and 
surrender. This was a deep fake https://www.siliconrepublic.com/machines/yandex-large-language-model-ai-gpt
• https://www.themoscowtimes.com/2023/09/07/putin-orders-state-support-for-ai-as-race-heats-up-a82393
• https://attack.mitre.org/groups/G0010/
• A year of Russian hybrid warfare in Ukraine https://www.microsoft.com/en-us/security/business/security-insider/wp-
content/uploads/2023/03/A-year-of-Russian-hybrid-warfare-in-Ukraine_MS-Threat-Intelligence-1.pdf
• https://www.microsoft.com/en-us/security/blog/2022/10/14/new-prestige-ransomware-impacts-organizations-in-ukraine-and-poland/
• https://www.msspalert.com/news/russia-backed-iridium-hackers-set-to-launch-attacks-on-ukrainian-government-sites
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AI and 
nation 
state threat 
actors - 
China

• As early as September 2023, Reuter’s reported that China has at least 130 Large Language 
Models known publicly. In 2021 there were research papers published regarding a Chinese Pre-
trained Language Model (CPM) that outperformed ChatGPT 3. Huawei has PanGu-Alpha created 
by their Noah’s Ark Lab.The Beijing Academy of Artificial Intelligence created Wu Dao has 1.75 
million parameters (Wu Dao means enlightenment).  The Wu Dao program was led by Jie Tang, a 
professor in Tsinghua’s Department of Computer Science and Technology and vice director of 
academics at the Beijing Academy of Artificial Intelligence (BAAI). His website is here, he has 
impressive research publications.

• There are open source Chinese LLM’s in Github including GLM-130B and others.  Chinese 
hacking groups such as Double Dragon can be expected to leverage LLMs in future attacks. As 
early as 2020, researchers opined that AI will be integrated throughout the PLA army.

• https://www.reuters.com/technology/chinas-ai-war-hundred-models-heads-shakeout-
2023-09-21/
• https://www.sciencedirect.com/science/article/pii/S266665102100019X
• https://www.huaweicentral.com/huawei-is-designing-pangu-alpha-chinese-language-
equivalent-of-gpt-3/
• http://dev3.noahlab.com.hk/research.html
• https://towardsdatascience.com/gpt-3-scared-you-meet-wu-dao-2-0-a-monster-of-1-75-
trillion-parameters-832cd83db484
• http://keg.cs.tsinghua.edu.cn/jietang/
• https://scholar.google.com/citations?user=n1zDCkQAAAAJ&hl=en
• https://github.com/THUDM/GLM-130B
• https://github.com/THUDM
• https://www.brookings.edu/articles/ai-weapons-in-chinas-military-innovation/
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AI and 
nation 
state threat 
actors – 
North 
Korea

• As with nuclear weapon technology, North Korea is interested in any technology that can have military 
applications.  North Korea is quite active in AI research.

• In February of this year it was reported that the UN is investigating 58 cyber attacks that netted 3 billion dollars, 
and may have aided North Korea’s nuclear program. In January 2023 US officials acknowledged that North Korea is using 
AI in cyber attacks. Similar reports come from other sources.

• The North Korean threat actor ‘The Lazarus Group’ has been involved in a number of cyber-attacks.  Their focus has 
traditionally been financial crimes.  In 2023 the FBI identified the Lazarus Group as the perpetrators behind a 41 million 
dollar theft from stake.com. Forbes identifies the Lazarus group as being behind ‘nearly 20% of crypto losses’.  

• Other North Korean backed groups such as Kimsuky (also known as Emerald Sleet, THALLIUM, Black Banshee, etc.) 
was responsible for hacking UN Security Council officials in 2020 and allegedly hacking the Korean Atomic Energy 
Research Institute in 2021. APT 37 (Reaper, Ricochet Chollima) is another North Korean Hacking group what is suspected 
in a 2021 spear phishing campaign against South Korean government officials. 

• Park Jin Hyok, on FBI’s wanted list, is a hacker that is alleged to be a member of the Lazarus Group (also known as 
APT 38).

• https://www.38north.org/2024/01/north-koreas-artificial-intelligence-research-trends-and-potential-civilian-and-
military-applications/
• https://www.reuters.com/technology/north-koreas-ai-development-raises-sanctions-concerns-report-says-2024-
01-23/
• https://www.thehindu.com/sci-tech/technology/un-experts-investigate-58-cyberattacks-worth-3-bln-by-north-
korea/article67824036.ece
• https://dig.watch/updates/us-official-north-korea-utilises-ai-in-cyber-warfare
• https://www.pcmag.com/news/north-korean-hackers-spotted-using-generative-ai
• https://www.nccgroup.com/us/the-lazarus-group-north-korean-scourge-for-plus10-years/
• https://www.trendmicro.com/vinfo/pl/security/news/cybercrime-and-digital-threats/a-look-into-the-lazarus-
groups-operations
• https://www.fbi.gov/news/press-releases/fbi-identifies-lazarus-group-cyber-actors-as-responsible-for-theft-of-41-
million-from-stakecom
• https://fortune.com/crypto/2023/12/14/north-korea-lazarus-crypto-hack-immunefi-2023-cybercrime/



Machine Learning for Cybersecurity with Dr. Chuck Easttom www.chuckeasttom.com 

Demo I will now demo LLM Cybersecurity issues
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How to recognize AI generated 
content
• A paper was published in 2023 regarding detecting text 

written by Large Language Models 
https://arxiv.org/abs/2305.15047 

• There are some websites that claim to be able to detect 
ChatGPT generated text https://writer.com/ai-content-
detector/ 

• I have tested this site with 100% AI generated content, 
and the websites thought they were 57 to 85% human 
generated

• https://gptzero.me/

• This site was better at detecting AI generated content.

• https://detecting-ai.com/
• This site detected text as 53 to 70% AI generated. It was 100% AI 

generated.

• https://www.scribbr.com/ai-detector/
• This site claimed 0% chance of text being AI generated.

• https://freeaitextclassifier.com/
• This site claimed 100% human generated, when it was indeed 100% AI 

generated
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Detecting Deep Fakes

In 2023 Intel announced its Real-Time Deepfake 
Detector, a platform for analyzing videos 
https://www.intel.com/content/www/us/en/ne
wsroom/news/intel-introduces-real-time-
deepfake-detector.html#gs.r61ai2



Machine Learning for Cybersecurity with Dr. Chuck Easttom www.chuckeasttom.com 

Detecting Deep Fakes

• University of California at Riverside has been 
working on methods to detect deep fakes with 
some promising early results

• https://news.ucr.edu/articles/2022/05/03/new
-method-detects-deepfake-videos-99-accuracy

• https://openaccess.thecvf.com/content/WACV
2022/papers/Mazaheri_Detection_and_Localiza
tion_of_Facial_Expression_Manipulations_WAC
V_2022_paper.pdf 
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Detecting Deep Fakes

• In 2022 there was a paper published explaining 
research on deep fake forensics 
https://www.sciencedirect.com/science/article/pii/S2
589871X2200002X

• There is a growing body of research in this area 
https://ieeexplore.ieee.org/document/9078989 

• The DOJ awarded a grant to work on detecting 
audio deep fakes 
https://nij.ojp.gov/funding/awards/15pnij-23-gg-
01933-ress 
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Predators use AI to generate 
CSAM

• In September 2023, the Guardian reported pedophiles 
using generative AI to create child sexual abuse materials 
(CSAM).

• From that article “Dan Sexton, chief technology officer 
at the Internet Watch Foundation, told the Guardian 
pedophile discussion forums on the dark web were 
discussing matters such as which open-source models to 
use and how to achieve the most realistic images.”

• -
https://www.theguardian.com/society/2023/sep/12/paed
ophiles-using-open-source-ai-to-create-child-sexual-
abuse-content-says-watchdog
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AI and CSAM

October 24, 2023, Wired Magazine published an article regarding AI 
Generated Child Abuse. “AI-generated, child sexual abuse images is 
now underway, experts warn. Offenders are using downloadable 
open-source generative AI models, which can produce images, to 
devastating effects. The technology is being used to create hundreds 
of new images of children who have previously been abused. 
Offenders are sharing datasets of abuse images that can be used to 
customize AI models, and they’re starting to sell monthly 
subscriptions to AI-generated child sexual abuse material (CSAM).”

• https://www.wired.com/story/generative-ai-images-child-sexual-abuse/
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Possible Legislation

• California Bill AB 1831: ‘“Obscene 
matter” means matter, including 
representations of real or fictitious 
persons generated through use of 
artificially intelligent software or 
computer-generated means, who are, 
or who a reasonable person would 
regard as being, real persons under 18 
years of age, engaging in or simulating 
sexual conduct as defined in paragraph 
(1) of subdivision (d) of Section 311.4’
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More legislation

• Washington HB 1999 would outlaw the use of a minor’s image to 
fabricate sexual content.

• In Alabama, state Sen. April Weaver has introduced a bill that would 
add images/video made using AI to the states current laws regarding 
child pornography.

• The Texas Unlawful Production or Distribution of Certain Sexually 
Explicit Videos law, also known as the Texas Deepfake Porn Law, 
makes it a crime to produce deepfake videos that depict someone 
engaging in sexual acts (or even just naked) without the depicted-
person’s permission.

• House Bill 986 criminalizes disseminating deepfake videos with 
political intent/content within 90-day  of an election.
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Nation States and AI

As early as September 2023, Reuter’s reported that China has at least 130 
Large Language Models known publicly. In 2021 there were research papers 
published regarding a Chinese Pre-trained Language Model (CPM) that 
outperformed ChatGPT 3. Huawei has PanGu-Alpha created by their Noah’s 
Ark Lab.The Beijing Academy of Artificial Intelligence created Wu Dao has 1.75 
million parameters (Wu Dao means enlightenment).  

•  https://www.reuters.com/technology/chinas-ai-war-hundred-models-
heads-shakeout-2023-09-21/

• https://www.sciencedirect.com/science/article/pii/S266665102100019X

• https://www.huaweicentral.com/huawei-is-designing-pangu-alpha-
chinese-language-equivalent-of-gpt-3/

• http://dev3.noahlab.com.hk/research.html

• https://towardsdatascience.com/gpt-3-scared-you-meet-wu-dao-2-0-a-
monster-of-1-75-trillion-parameters-832cd83db484
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Attacks on LLM

One major issue that is on the horizon involves attacks on LLM.  The 
Mitre group has an article on LLM prompt injection “"An adversary 
may craft malicious prompts as inputs to an LLM that cause the LLM 
to act in unintended ways. These "prompt injections" are often 
designed to cause the model to ignore aspects of its original 
instructions and follow the adversary's instructions instead"” Other 
sources have also reported on prompt injection. Prompt injections 
can be subdivided into direct and indirect. Direct is an actor literally, 
directly entering prompts. Indirect has the prompts coming through 
a separate data channel feeding into the LLM.

• https://atlas.mitre.org/techniques/AML.T0051/
• https://portswigger.net/web-security/llm-attacks
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Attacks on LLM

In 2023 OWASP published a top 10 for Large Language 
Models. The 10 are

• Prompt Injection
• Insecure Output Handling
• Training Data Poisoning
• Model Denial of Service
• Supply Chain Vulnerabilities
• Sensitive Information Disclosure
• Insecure Plugin Design
• Excessive Agency
• Overreliance
• Model Theft

• https://owasp.org/www-project-top-10-for-large-
language-model-applications/assets/PDF/OWASP-Top-
10-for-LLMs-2023-Slides-v09.pdf
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OWASP – 
Insecure 
Output 
Handling
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OWASP – Training 
Data Poisoning
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OWASP – 
Model 

Denial of 
Service
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OWASP – Supply 
Chain 

Vulnerabilities



Machine Learning for Cybersecurity with Dr. Chuck Easttom www.chuckeasttom.com 

OWASP – 
Disclosure 

of Sensitive 
Information
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OWASP – 
Insecure 
Plugin 
Design



Machine Learning for Cybersecurity with Dr. Chuck Easttom www.chuckeasttom.com 

OWASP – 
Excessive 
Agency
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OWASP – 
Overreliance
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OWASP – 
Model Theft
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Attacks on LLM

• There was a recent article regarding Sleeper Agents in LLM. Sleeper 

agents work by the creator of an LLM having malicious intent. The 

malicious actor places a backdoor on the model. Machine learning 

backdoors are behaviors that are activated when a particular trigger is 

included in their input data. Without the trigger the model functions as 

expected. 

• Another paper was published about using LLMs into proxies for 

malware attacks.

• https://arxiv.org/pdf/2401.05566.pdf
• https://arxiv.org/pdf/2308.09183.pdf
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Demo

I will now demo another aspect of 
ML and Cybersecurity
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What you need to pursue ML/AI

AT LEAST ONE 
PROGRAMMING LANGUAGE.  

PYTHON IS POPULAR

SOME BASIC STATISTICS 
KNOWLEDGE

BASIC LINEAR ALGEBRA
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Section III 
TensorFlow
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Tensorflow Basics

TensorFlow was first developed by the GoogleBrain team for internal use. It 
was released to the public in late 2015. Current version is Tensorflow 2.0 
TensorFlow provides Python and C APIs.  It does not guarantee backwards 
compatibility. There are packages for C++, Java, Go, Swift, Matlab, C#, and 
others. 

• .
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Tensorflow Basics

Tensors are multi-dimensional arrays with a uniform type. 

TensorFlow is based on graph-based computation. A 
computational graph is a network of nodes and edges. This 
is an alternative way of conceptualizing mathematical 
calculations.  Consider the expression:  

We can break this function down into the following 
components

It can be represented graphically 
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Tensorflow Basics

A tensor is a mathematical entity with which to represent different properties, similar to a scalar, 
vector, or matrix. Tensors are multidimensional arrays that have some dynamic properties.

Tensors can be of two types: constant or variable.

The API known as TensorFlow core provides fine-grained lower-level functionality. Because of 
this, this low-level API offers complete control while being used on models.

High-level API: These APIs provide high-level functionalities that have been built on TensorFlow 
core and are comparatively easier to learn and implement. Some high-level APIs include 
Estimators, Keras, TFLearn, TFSlim, and Sonnet.



Machine Learning for Cybersecurity with Dr. Chuck Easttom www.chuckeasttom.com 

Tensorflow Basics

Rank simply indicates the number of directions required 
to describe the properties of an object, meaning the 

dimensions of the array contained in the tensor itself. A 
scaler is rank 0, a vector rank 1, a matrix rank 2, etc.

The shape of a tensor represents the number of values in 
each dimension. So, a 3-element vector would have a 

shape of [3].  A 4X4 matrix would be shape [4,4]
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More About 
Tensors

• The name uniquely identifies the tensor in the computational 
graphs. Using tf.name_scope, we can prefix tensor names, 
thus changing their full path. We can also specify the name 
using the name attribute of every tf.* API call. 

• The type is the data type of the tensor; for example, tf.float32, 
tf.int8, and so on. 

• The rank, in the TensorFlow world (this is different from the 
strictly mathematical definition), is just the number of 
dimensions of a tensor; for example, a scalar has rank 0, a 
vector has rank 1, a matrix has rank 2, and so on. The shape is 
the number of elements in each dimension; for example, a 
scalar has rank 0 and an empty shape of (), a vector has rank 1 
and a shape of (D0), a matrix has rank 2 and a shape of (D0, 
D1), and so on.

• -Galeone, Paolo. Hands-On Neural Networks with TensorFlow 
2.0: Understand TensorFlow, from static graph to eager 
execution, and design neural networks
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Tensorflow 
Basics

New with TensorFlow 2.0 is the 
tf.function capability, which 
converts relevant Python code 
into a TensorFlow graph.
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Basic 
Perceptron
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Neural Networks 
in Tensorflow
There are three ways of creating a model 
in tf.keras: Sequential API , Functional 
API, and Model subclassing. Sequential is 
simplest and you will see most.

If each neuron in a layer is connected to 
all neurons located in the previous layer, 
and to all the neurons in the following 
layer is referred to as dense
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Neural Networks in 
Tensorflow
• BATCH_SIZE is the number of samples you feed 

into your network at a time,

• EPOCH is how many iterations

• VALIDATION_SPLIT is how much of the training 
data is reserved for validation

• RESHAPING is for the input data. For example, a 
20X20 pixel image could be reshaped into 400 
neurons/nodes, 1 for each pixel

• NB_CLASSES = 10 

• RESHAPED = 784 

• model = tf.keras.models.Sequential() model.add( 
keras.layers.Dense( NB_CLASSES,
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Neural 
Networks in 
Tensorflow

• Activation functions
• sigmoid

• tanh

• relu

• ELU

• LeakyReLU

• You will see softmax frequently, 
it is an implementation of 
sigmoid



Machine Learning for Cybersecurity with Dr. Chuck Easttom www.chuckeasttom.com 

ReLU

Rectified Linear Unit

• In neural networks, the activation function 
is responsible for transforming the 
summed weighted input from the node 
into the activation of the node or output 
for that input.

• The rectified linear activation function that 
will output the input directly if it is positive, 
otherwise, it will output zero
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ReLU

Rectified Linear Unit (or ReLU) is commonly used in Tensorflow. This 
function will take the input, and if it is positive will simply output that 
input, with no changes. If it is not positive, then the ReLU activation 
function will output 0. The ReLU function is defined by the formula in 
equation 10.1.

ቊ
0 ⅈ𝑓𝑥 ≤ 0
𝑥 ⅈ𝑓𝑥 > 0

      

ReLU is widely used but suffers from something called the dying 
ReLU problem. Essentially, during the training phase, some 
nodes/neurons cease functioning or outputting anything other than 0. 
Essentially, these nodes die. There are cases wherein as much as half 
the nodes die. One answer to that is the Leaky ReLU. This activation 
function is essentially a ReLU that has a parameter that determines how 
much the function leaks. That leakage prevents the death of nodes. 
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ReLU6

There are other variations of the ReLU function. One often used with 
Tensorflow is the ReLU6. This activation function has been shown to be 
faster than traditional ReLU. The ReLU6 function is defined by the 
formula in this equation.

f(x) = min (max(0,x),6) 
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+ Nice interpretation as the firing rate of a neuron
• 0 = not firing at all 
• 1 = fully firing

- Sigmoid neurons saturate and kill gradients, thus NN will 
barely learn

• when the neuron’s activation are 0 or 1 (saturate)
⦁ gradient at these regions almost zero 
⦁ almost no signal will flow to its weights 
⦁ if initial weights are too large then most neurons 

would saturate

Takes a real-valued number and 
“squashes” it into range between 
0 and 1. 

http://adilmoujahid.com/images/activation.png

Activation: Sigmoid
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- Like sigmoid, tanh neurons saturate
- Unlike sigmoid, output is zero-centered
- Tanh is a scaled sigmoid: 

Takes a real-valued number and 
“squashes” it into range between 
-1 and 1. 

http://adilmoujahid.com/images/activation.png

Activation: Tanh
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Keras 
Optimizers

Adam is an optimizer algorithm that is used in the 
Kera's API. It is a is a stochastic gradient descent 
method that is based on adaptive estimation of 
first-order and second-order moments.

However, there are other optimizers

•     SGD 

•     RMSprop

•     Adam

•     Adadelta

•     Adagrad

•     Adamax

•     Nadam

•     Ftrl



Machine Learning for Cybersecurity with Dr. Chuck Easttom www.chuckeasttom.com 

Keras 
Optimizers

Gradient descent is an optimization algorithm used to 
minimize a given function by iteratively moving in the 
direction of steepest descent as defined by the negative of 
the gradient. In machine learning, gradient descents are 
useful to update the parameters of the model being used. 
Parameters refer to coefficients in linear regression and 
weights in neural networks. Put in more rigorous 
mathematical terms, the gradient descent algorithm is used 
to find the minimum of a function. Put more simply, gradient 
descent is an optimization algorithm used to find the values 
of parameters of a function that minimizes a cost function 
(computational cost). When using Tensorflow, the class SGD 
is the gradient descent optimizer. It should be noted that 
gradient descent is perhaps the most common optimization 
algorithm used.
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Keras Optimizers

Another optimizer is Adaptive Moment 
Estimation (ADAM). This is a variation of 
gradient descent. In fact, ADAM combines two 
different gradient descent approaches: Root 
Mean Square Propagation and Adaptive 
Gradients. Rather than use the entire data set to 
calculate the gradient, Adaptive Moment 
Estimation (ADAM) uses a randomly selected 
subset of the data. This creates a stochastic 
approximation of the gradient descent. ADAM 
is also a widely used optimization algorithm.
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Keras 
Optimizers

NADAM is a variation of ADAM that uses a 
Nesterov Momentum. This, of course, 
necessitates a discussion of what a Nesterov 
momentum is. Any gradient descent can be 
modified with momentum. In this context, 
momentum is some adjustment to the gradient 
descent parameter so that movement through the 
parameter space is averaged over multiple steps. 
Normally this is done by introducing velocity. 
The goal is that momentum will increase in those 
directions that lead to the most improvement.  
Nesterov momentum is a variation of that 
concept of momentum. Rather than calculate 
momentum with the actual positions in the 
search space, it calculates based on projected 
positions in the search space.
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AdaGrad

Adaptive Gradient (AdaGrad) is actually a group of closely 
related algorithms. As the name suggests, is a variation of 
gradient descent. A limitation of gradient descent is that it 
uses the same step size (learning rate) for each input 
variable, thus AdaGrad seeks to overcome that limitation. 
AdaGrad allows step size in each dimension used by the 
optimization algorithm to be automatically adapted based on 
the gradients observed for the variable. 
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Neural Networks 
in Tensorflow
Some common choices for metrics are: 

• Accuracy, which defines the 
proportion of correct predictions 
with respect to the targets 

• Precision, which defines how many 
selected items are relevant for a 
multi-label classification 

• Recall, which defines how many 
selected items are relevant for a 
multi-label classification
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A sample 
program
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A sample program
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Tensorflow 
Essentials

• The Keras functional API is a way to create 
models.  The functional API can handle models 
with non-linear topology, models with shared 
layers, and models with multiple inputs or 
outputs.

• Keras is a deep learning API written in Python, 
running on top of the machine learning platform 
TensorFlow. It was developed with a focus on 
enabling fast experimentation.

• tf.keras offers a higher API level, with three 
different programming models: Sequential API, 
Functional API, and Model Subclassing.
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Tensorflow 
Essentials
• The Keras functional API is a way to create models.  

The functional API can handle models with non-
linear topology, models with shared layers, and 
models with multiple inputs or outputs.

• Keras is a deep learning API written in Python, 
running on top of the machine learning platform 
TensorFlow. It was developed with a focus on 
enabling fast experimentation.

• tf.keras offers a higher API level, with three 
different programming models: Sequential API, 
Functional API, and Model Subclassing.
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What's new in 2.0

• TensorFlow 1. x defines static 
computational graphs. Tensorflow 
2.0 uses eager execution. One still 
has a graph, but you can define, 
change, and execute nodes on-the-
fly, with no special session 
interfaces or placeholders.  The 
practical outcome of this is that 
models are dynamic, and execution 
is immediate.
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Python libraries you will 
need

• numpy: An api with a lot of 
mathematical functions.

•  import numpy as np
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Executing on GPU

gpus = 
tf.config.experimental.list_physical_devices('GPU')
if gpus:
 # Restrict TensorFlow to only use the first GPU
 try:
  tf.config.experimental.set_visible_devices(gpus[0], 
'GPU')
  logical_gpus = 
tf.config.experimental.list_logical_devices('GPU')
  print(len(gpus), "Physical GPUs,", len(logical_gpus), 
"Logical GPU")
 except RuntimeError as e:
  # Visible devices must be set before GPUs have 
been initialized
  print(e)
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Google Colab

https://colab.research.google.com/drive/1TeH-
NXpcPOmjskomYI7FBbFZ8r3sSLcy 

https://colab.research.google.com/drive/1TeH-NXpcPOmjskomYI7FBbFZ8r3sSLcy
https://colab.research.google.com/drive/1TeH-NXpcPOmjskomYI7FBbFZ8r3sSLcy
https://colab.research.google.com/drive/1TeH-NXpcPOmjskomYI7FBbFZ8r3sSLcy
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Enter CUDA

CUDA is NVIDIA’s general purpose 
parallel computing architecture .

• designed for calculation-
intensive computation on GPU 
hardware

• CUDA is not a language, it is an 
API
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NVIDIA
NVIDIA provides a suite of machine learning and analytics software libraries to 
accelerate end-to-end data science pipelines entirely on GPUs. This work is 
enabled by over 15 years of CUDA development.

Deep learning is a subset of AI and machine learning that uses multi-layered 
artificial neural networks to deliver state-of-the-art accuracy in tasks such as 
object detection, speech recognition, language translation and others.

Deep learning differs from traditional machine learning techniques in that they 
can automatically learn representations from data such as images, video or 
text, without introducing hand-coded rules or human domain knowledge. Their 
highly flexible architectures can learn directly from raw data and can increase 
their predictive accuracy when provided with more data.
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GPU
Developing AI applications start with training deep neural networks with 
large datasets. GPU-accelerated deep learning frameworks offer 
flexibility to design and train custom deep neural networks and provide 
interfaces to commonly-used programming languages such as Python 
and C/C++. Every major deep learning framework such as TensorFlow, 
PyTorch and others, are already GPU-accelerated, so data scientists and 
researchers can get productive in minutes without any GPU 
programming.

For AI researchers and application developers, NVIDIA Volta and Turing 
GPUs powered by tensor cores give you an immediate path to faster 
training and greater deep learning performance. With Tensor Cores 
enabled, FP32 and FP16 mixed precision matrix multiply dramatically 
accelerates your throughput and reduces AI training times.
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NVIDIA GPUs 
and CUDA

NVIDIA is the most common manufacturer 
of GPUs

CUDA is the software that allows 
applications to access the NVIDIA GPU 
hardware

CUDA library or toolkit

CUDA kernel device driver

GPU-hardware specific
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