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Case 
Study 8

Å Knight Capital Group had 
invested in new trading software 
that was supposed to help them 
make a killing on the stock 
markets. Instead, it ended up 
killing their firm. Several software 
errors combined to send Knight 
on a crazy buying spree, spending 
more than $7 billion on 150 
different stocks. The unintended 
trades ended up costing the 
company $440 million, and 
Goldman Sachs had to step in to 
rescue them. Knight never really 
recovered, and was ultimately 
acquired by a competitor less 
than a year later.

https://www.henricodolfing.com/2019/06/project-failure-case-study-knight-capital.html#:~:text=Goldman%20Sachs%20stepped%20in%20to,would%20have%20been%20Goldman%20itself.
https://www.henricodolfing.com/2019/06/project-failure-case-study-knight-capital.html#:~:text=Goldman%20Sachs%20stepped%20in%20to,would%20have%20been%20Goldman%20itself.
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Continuous 
Deployment

ÅThe Continuous Deployment feedback loop iterates 
across the Plan, Develop, Build, Test, Release & 
Deliver, and Deploy phases of the DevSecOps 
lifecycle, depicted in Figure 11.

ÅDeployment is formally the act of pushing one or 
more features into production in an automated 
fashion. This is the first additional control gate 
outside of the control gates depicted in the software 
factory’s CI/CD pipeline, visualized in Figure 6. 

ÅDoD Enterprise DevSecOps Fundamentals 
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Continuous Deployment

Å Continuous Integration/Continuous Deployment (CI/CD) Tools: CI/CD tools automate code integration, testing, and deployment. Integrating 
security checks within CI/CD pipelines ensures vulnerabilities are detected early. Examples: 
Å Jenkins: Highly customizable and supports a wide range of plugins for integrating security tools. 
Å GitLab CI/CD: Provides built-in security scanning for code, dependencies, and containers. 

Å Static Application Security Testing (SAST) Tools: SAST tools analyze source code to identify vulnerabilities during development. They help 
developers address security issues before code moves to production. Examples: 
Å SonarQube: Offers detailed insights into code quality and security vulnerabilities. 
Å Checkmarx: Focuses on comprehensive code scanning with detailed reporting.

Å  Dynamic Application Security Testing (DAST) Tools: DAST tools simulate attacks on running applications to identify runtime vulnerabilities, 
such as SQL injection or cross-site scripting (XSS). Examples: 
Å OWASP ZAP: An open-source tool with powerful penetration testing capabilities. 
Å Burp Suite: A popular tool for web application security testing. 

Å Software Composition Analysis (SCA) Tools: SCA tools analyze third-party libraries and dependencies to detect vulnerabilities in open-source 
components. Examples:
Å Dependabot: Integrates with GitHub to provide automatic updates for vulnerable dependencies. 
Å Snyk: Offers proactive monitoring of libraries and automated fixes.

Å  Infrastructure as Code (IaC) Scanning Tools: These tools identify misconfigurations and security risks in infrastructure code. Examples: 
Å Terraform: Provides security scanning for infrastructure templates.
Å  Trivy: Scans container images and IaC templates for vulnerabilities.

Å  Security Monitoring and Incident Response Tools: Tools in this category monitor live systems for potential threats and help teams respond 
effectively. Examples:
Å Splunk: Offers comprehensive security monitoring and analytics.
Å Data dog: Provides real-time Observability into infrastructure and applications.

Å Learning, Maxwell. Advanced DevSecOps: A Guide to Advanced DevSecOps Practices . 
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CI/CID

CI/CD stands for continuous integration/continuous deployment/delivery. While 
CI ​automatically releases every change to production, CD ensures changes are production-
ready but may require a manual step for deployment. It is a software development 
practice that involves frequently integrating code changes into a central repository and 
then automatically building and deploying those changes to a test or production 
environment. CI is the​ practice of regularly merging code changes into a shared repository, 
where automated tests are run to catch any issues that may have been introduced. CD is 
the ​practice of automatically deploying code changes that pass all tests to a production 
environment. A CI/CD pipeline automates the process of testing, building, and deploying 
software changes;

ÅSehgal, Vandana Verma. Implementing DevSecOps Practices: Understand application security testing and 
secure coding by integrating SAST and DAST. Packt Publishing.. 
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Runtime Application Self Protection (RASP)
RASP is a solution that provides:

Real - Time Vulnerability 
Remediation Robust Application Security Hidden Runtime Attack 

Visibility

ÁRASP protects the application during 

runtime with fewer false positives  to 

help remediate known vulnerabilities

Á It examines the incoming traffic to the 

server and APIs of the application for 

suspicious activities such as network 

sniffing, tampering with code, and 

data leakage

Á It safeguards against previously 

unknown threats and zero-day 

attacks  in real-time using signatures  

to identify patterns of attacks

ÁRASP can be easily integrated with 

the (CI/CD) pipeline and requires no 

additional hardware 

ÁThe detection and prevention 

functionalities of RASP can be built 

into every application release as part 

of the automated CI/CD pipeline, 

allowing applications to self -protect  

regardless of where they are in the 

SSDLC process

ÁRASP assists security operations and 

application development teams by 

filtering out noise  and allocating 

resources efficiently

ÁRASP provides security log 

information that helps in quick 

response and visibility into identified 

risk

Types of RASP

Á Pattern matching with blacklist

Á Dynamic tainting

Á Virtualization and compartmentalization

Á Code instrumentation and dynamic whitelist
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Testing 
Using 
RASP

ÅRASP is part of the application delivery process 
as it is designed to be bundled into applications

ÅIt can be used for testing fully developed 
applications before moving them to production

ÅRASP can be deployed to monitor only, using 
application tests and instrumenting runtime 
behavior to learn how to protect the application

ÅIt can monitor while security tests are invoked 
in an attempt to break the application, with 
RASP performing security analysis and 
transmitting its results

ÅDevelopment and testing teams can learn 
whether RASP detected the tested attacks

ÅRASP can be deployed in full blocking mode to 
see whether security tests were detected and 
blocked, and how they impacted the user 
experience

ÅThis provides an opportunity to change 
application code or augment the RASP rules 
before the application goes into production

7
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JScrambler

The Jscrambler RASP Tool is a JavaScript-based Runtime 
Application Self-Protection (RASP) solution designed to protect 
web and mobile applications against client-side attacks, 
including tampering, reverse engineering, and code theft. 
Code Obfuscation and Protection
ÅConverts JavaScript source code into a protected version 
that is difficult to understand or modify.
ÅPrevents reverse engineering and theft of intellectual 
property.
ÅSupports self-defensive techniques like anti-debugging, 
anti-tampering, and polymorphic transformations.
Runtime Monitoring and Self-Defense
Å Implements integrity checks to detect and respond to 
runtime attacks.
ÅDetects modifications, debuggers, breakpoints, and browser 
dev tools tampering.
ÅTriggers custom responses like app termination, alerts, or 
redirects when attacks are detected.
Web and Mobile App Protection
ÅDesigned for single-page applications (SPAs) and 
frameworks like React, Angular, and Vue.
ÅCompatible with hybrid mobile apps (e.g., Cordova, Ionic) 
and PWAs.
Integration and Automation
ÅEasily integrated into CI/CD pipelines with CLI, APIs, and 
build tools like Webpack.
ÅOffers detailed analytics and logging to monitor threat 
patterns and suspicious behaviors.

8
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Å The integration of Jscrambler with GitLab enables DevSecOps teams to seamlessly secure source code during build time and enhance the runtime 

protection functionalities to the source code

ÅConfigure a deploy job that accesses the build/ folder , which includes the application's protected sources;  then perform the necessary action to make 

the application live in the production environment

9Jscrambler  RASP Tool Integration with 
GitLab
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Feature
SAST (Static Application Security 

Testing)
DAST (Dynamic Application 

Security Testing)
IAST (Interactive Application 

Security Testing)
RASP (Runtime Application Self-

Protection)

Testing Phase Development Testing/Production Testing/Production Production

Testing Approach White-box (source code analysis)
Black-box (application behavior 
analysis)

Grey-box (combines SAST and 
DAST)

In-app monitoring and protection

Vulnerability Detection
Finds logic errors, data flow 
issues, and security flaws in 
source code

Identifies vulnerabilities in 
running applications through 
external attacks

Detects vulnerabilities in real-time 
during application execution

Detects and prevents attacks in 
real-time

False Positives High Low Medium Low

False Negatives High Low Medium Low

Coverage
Deep code analysis, but limited to 
codebase

Covers runtime behavior, but 
limited to external interactions

Combines code and runtime 
analysis for broader coverage

Monitors application behavior for 
real-time threats

Integration Early in development lifecycle Later in development lifecycle
Integrated into development and 
testing

Deployed with the application

Performance Impact Low Low Medium High

Typical Use Cases
Code review, early vulnerability 
detection

Penetration testing, security 
audits

Comprehensive security testing, 
developer feedback

Protection against zero-day 
attacks, runtime threats

10

SAST vs DAST vs IAST vs RASP
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GitGraber 
Tool: Check 
Sensitive Data 
in GitHub

Å GitGraber is a python-based  tool 
that detects sensitive information 
in real time that could be publicly 
exposed due to misconfiguration in 
different online services such as 
GitHub, AWS, PayPal, etc

Å https://github.com/hisxo/gitGraber

Å By using GitGraber, sensitive data 
can be sought from target services

Å You use keywords to look for 
sensitive information

Å pip3 install –r requirements.txt 
and start GitGraber with python3 
gitGraber.py -k 
wordlists/keywords.txt -q “API 
token" –s command

Å You can then scan GitHub

11
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GitMiner

Å https://github.com/UnkL4b/GitMiner 
GitMiner searches GitHub for data 
based on the user input

Å It can be used to find secret 
credentials such as usernames and 
passwords, API credentials, and other 
sensitive data on GitHub

Å To start scanning, clone the repository 
to the local machine by using 

Å git clone 
http://github.com/UnkL4b/Git
Miner command and install the 
dependencies using 

Å pip3 install –r requirement.txt 

Å Start the scan by using the following 
command:  python3 gitminer-v2.0.py 
[-h] [-q 'filename:shadow path:etc’] [-
o result.txt] ( –q can be altered based 
on the requirement of sensitive data)

12
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GitLeaks: Check 
Leaked Sensitive 
Data in a Public
GitHub Repository

Åhttps://github.com/gi
tleaks/gitleaks 

Åbuild GitLeaks

Åcd gitleaks

Åmake build

13
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As stated in ISO/ I
IEEE 15288, [6.4.8.1] The purpose of the Integration 

process is to synthesize a set of system elements into a 

realized system (product or service) that satisfies 

system requirements, architecture, and design .

Integration process
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Integration process
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NASA 
Integration 
Process

-NASA Systems 
Engineering 
Handbook
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Interface 

Testing

Needed whenever 
modules or subsystems 
are combined to create 

a larger system

Goal is to identify faults 
due to interface errors 
or to invalid interface 

assumptions

Particularly important 
in object-oriented 

systems development
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Interface 
Types

ÅParameter interfaces

Ådata passed normally between 
components

ÅShared memory interfaces

Åblock of memory shared between 
components

ÅProcedural interfaces

Åset of procedures encapsulated in a 
package or sub-system

ÅMessage passing interfaces

Åsub-systems request services from each 
other
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Interface 
Errors

Interface misuse

• parameter order, number, or 
types incorrect

Interface misunderstanding

• call component makes incorrect 
assumptions about component 
being called

Timing errors

• race conditions and data 
synchronization errors
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System Testing

Testing of critical systems must 

often rely on simulators for sensor 

and activator data (rather than 

endanger people or profit)

Test for normal operation should be 

done using a safely obtained 

operational profile

Tests for exceptional conditions will 

need to involve simulators
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Systems Integration

Logical 
Develop information systems that allow 
organizations to share data with all of its 
stakeholders based on need and 
authorization.
Management needs to change 
organizational structures, processes, and 
employee roles and responsibilities.

Physical
Provide seamless connectivity between 
heterogeneous systems.
Business process reengineering involves 
changing the mindset of the employees in 
the organization, encouraging and 
enabling them to do their tasks in a new 
way.

Copyright © 2012 Pearson Education, Inc. Publishing as 
Prentice Hall



Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.2, D.Sc.

ÅPhysical architecture 
Å(represented in diagrams, 
tables, descriptions)

ÅSystem diagrams / 
System interface 
descriptions
ÅNetwork topologies
ÅSystem UI / UX 

prototypes
ÅState charts
ÅRule models
ÅInterface control 

documents/diagrams 
(ICD)
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Integration Approaches
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Basic concepts

Hardening

Configuration

Release Management

Secure Startup
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Operating System Hardening

25

Close ports Shut down services Keep patched

Shut down shares
Shut down un-

needed accounts

Password policies

• Lockout

• Password complexity

• Password age
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Host Level Security

C O MPO NENT C HARAC T ERIST IC S  

Patches and Updates Not deploying patches and updates to the web server can allow attackers to run malicious code or intrude the server

Services
Services are easy targets for attackers to access the privilege and exploit the functioning of the server
Do not run the service that is not required for the server functioning
It is important to monitor running services

Protocols
Do not implement protocols that are insecure and can not provide encrypted authentication
Example: Telnet, File Transfer Protocol(FTP), Simple Mail transfer Protocol(SMTP)

Accounts

Audit the user accounts regularly to avoid any malicious activities
Provide limited privileges to account to prevent privilege elevation
Delete accounts that are no more beneficial for the application
Implement strong password policies 

Files and Directories Implement NTFS permissions on files and directories on web server this will allow access to only Windows services

Shares
Secure file shares process with NTFS permissions
Limited shares reduces intrusion possibility on web server

Ports
Services running on server listen to specific ports 
Auditing ports regularly will help to detect any irregular service on the server

Registry
Secure the registry by:
Applying restricted Windows ACL 
Blocking remote registry administration
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Network Level Security: Router

Component Characteristics 

Patches and UpdatesRouter operating system is patched with up-to-date software

Protocols

Unused protocols and ports are blocked

Ingress and egress filtering is implemented

ICMP traffic is screened from the internal network

TTL expired messages with values of 1 or 0 are blocked (route tracing is disabled)

Directed broadcast traffic is not forwarded

Large ping packets are screened

Routing Information Protocol (RIP) packets, if used, are blocked at the outermost router

Administrative 
access

Unused management interfaces on the router are disabled

A strong administration password policy is enforced

Static routing is used

Web-facing administration is disabled

Services Unused services are disabled (for example bootps and finger)

Auditing and logging

Logging is enabled for all denied traffic

Logs are centrally stored and secured

Auditing against the logs for unusual patterns is in place

Intrusion detection IDS is in place to identify and notify an active attack
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Network Level Security: Firewall 

Component Characteristics 

Patches and 
Updates

Firewall software and OS are patched with latest security 
updates

Filters 

Packet filtering policy blocks all but required traffic in both 
directions
Application-specific filters are in place to restrict unnecessary 
traffic

Logging and 
Auditing

All permitted traffic is logged
Denied traffic is logged
Logs are cycled with a frequency that allows quick data 
analysis
All devices on the network are synchronized to a common time 
source

Perimeter 
networks

Perimeter network is in place if multiple networks require 
access to the server
Firewall is placed between untrusted networks
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Network Level Security: Switch 

Component Characteristics 

Patches and 
Updates

Latest security patches are tested and installed, or the threat from known 
vulnerabilities is mitigated

VLANs Make sure VLANs are not overused or overly trusted

Insecure defaults

All factory passwords are changed

Minimal administrative interfaces are available

Access controls are configured to secure SNMP community strings

Services Unused services are disabled

Encryption Switched traffic is encrypted
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Common 
misconfigurat
ions

ƴHard coding credentials and cryptographic keys inline code or in 

configuration files in cleartext.

ƴNot disabling the listing of directories and files in a web server.

ƴInstallation of software with default accounts and settings.

ƴInstallation of the administrative console with default configuration 

settings.

ƴInstallation or configuration of unneeded services, ports and 

protocols, unused pages, and unprotected files and directories.

ƴMissing software patches.

ƴLack of perimeter and host defensive controls such as firewalls, 

filters, etc.

ƴEnabling tracing and debugging can lead to attacks on 

confidentiality assurance. Trace information can contain security 

sensitive data about the internal state of the server and workflow. 

When debugging is enabled, errors that occur on the server side can 

result in presenting the entire stack trace data to the client browser.

Paul, Mano (2013-09-03). Official (ISC)2 Guide to the CSSLP CBK, Second Edition ((ISC)2 Press) (Page 523)..
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Control types
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monitoring

32

SCANNING

LOGGING

INTRUSION DETECTION
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metrics

Characteristics of good metrics are:
Consistent
Quantitative
Objective
Relevant
Inexpensive/Affordable
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Secure Deployment

ÅDeployment is the last phase of 
software development lifecycle where 
application is moved from development 
environment to production environment

ÅIt is the first time where a system 
administrator is involved in software 
development
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Prior 
Deployment 
Activity: 
Check the 
Integrity of 
Application 
Package 
before 
Deployment

ÅSoftware vendors generally provide 
checksum of the application with the 
application package

ÅSystem administrators should again 
generate a checksum of the application and 
compare it with the checksum provided 
with the package to ensure the integrity of 
the application 

ÅTwo identical checksums confirm that the 
application is not tampered during the 
delivery 
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Operate 
and 
Monitor 
Phase

Once the product is released, the operations 
team is responsible for ensuring that it runs 
smoothly

In this phase, the operations team focuses on 
system scaling, load balancing, and backup

Åhe Operations Team Performs the 
Following Activities During this Phase:

ÅMaintaining security in production 
operations

ÅIdentifying security threats and 
compliance issues

ÅMonitoring infrastructure, the 
network, and applications

ÅProviding reviews and feedback
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Logging Tools

Logging tools integrated with real-time monitoring solutions help in the early 
detection of unusual or abnormal activities

Leverage logging and monitoring to maintain healthy applications and user 
experiences

Best Practices to Integrate Logging and Monitoring Solutions

ÅLogging and Monitoring Solutions Should Work Together: Ensure that the 
log data collected by the logging tool are sent directly to the monitoring tool

ÅLog the Right Data: Logged data should assist the team in troubleshooting 
the problems. The data should contain information such as timestamps, 
user IDs, session IDs, and resources used

ÅUse Structured Log Data: Structured data provide a clear understanding of 
what occurred

ÅLog Data Analysis: Aggregating and log information helps identify anomalies
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Continuous 
Monitoring

Continuous monitoring is an automated process to identify and 
detect security threats and compliance issues at every phase of 
the DevOps pipeline

The continuous monitoring process monitors applications, 
deployments, infrastructure, and users and provides the ability to 
track system performance in real time and identify any attacks 
earlier

Automated monitoring solutions notify the development and 
quality assurance teams of events that indicate any threat or 
issues in the production environment

Å Infrastructure Monitoring: IT infrastructure (data centers, 
networks, hardware, software, servers, storage, etc.)

Å Application Monitoring: performance (transaction time, 
uptime, system responses, database and  front-end response, 
etc.)

Å Network Monitoring:  firewalls, routers, switches, servers, and 
virtual machines.

Å Organizations Should Monitor the Following:
Å Health and status of the systems
Å Performance log of applications
Å Vulnerabilities in the system
Å Development milestones
Å User behavior/activity
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Logging and 
Monitoring Tool: 
Sumo Logic

Å Sumo Logic unifies logs, 
metrics, and traces to provide 
fast alerting and analytics tools 
to quickly diagnose and 
troubleshoot issues

Å It provides integrated analytics 
that correlate logs, metrics, 
and traces to quickly identify 
poorly performing components

Å It helps the DevOps team 
streamline the alerting and 
incident management process 
to reduce downtime issues
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Logging and Monitoring 
Tool: Nagios Log Server 

Å Nagios Log Server is centralized log 
management, monitoring, and analysis 
software

Å Its dashboard system provides users 
with the ability to query, filter, and analyze 
incoming log events

Å Its alerting feature enables the admin 
to create alerts based on queries with 
specific thresholds and send them to the 
appropriate team members

Å It provides a real-time view of the log 
data from all the servers, allowing the 
operations team to analyze and solve 
problems as they occur
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Monitoring 
Tool: Splunk

Splunk monitors the performance 
of servers, containers, and apps in 
real time at scale

Features

ÅPrevents Business Outages

ÅMakes Informed Decisions

ÅReal-Time and Predictive 
Insights

ÅVisibility for IT and the Business

ÅResolves Issues Quickly
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Integrate Splunk with GitLab to Monitor Source Code
Integrate Splunk with GitLab to gain insights into master and node architecture, job and build information, and effectively and 

efficiently analyze the test result

Splunk Add -on for GitLab collects data from GitLab CI/CD pipelines and repositories, providing insights into build status 

and code changes

Setting Environment Variables for the Splunk HTTP Event 

Collector (HEC) Endpoint and Token

Source Type Settings

Example of Entries for build_id , pipeline_id , 

repository_name , and 

repository_organization  on the CI/CD event
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Monitoring Tool: ElasticSearch  (ELK) Stack
Á The ELK stack includes Elastic search, Logstash, and 

Kibana. It processes data from sources in any format and 

searches, analyzes, and visualizes the data in real time

Å Logstash: Centralized logging, log enrichment, and parsing

Å ElasticSearch : Store, search, and index data and perform 

data analytics

Å Kibana: Data visualization

Logs Metrics

Application Performance Monitoring

Uptime

Source: www.elastic.co
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Monitoring 
Tool: Datadog

ÅDatadog’s SaaS-based infrastructure 
monitoring provides metrics, 
visualizations, and alerting to ensure 
that engineering teams can maintain 
and optimize cloud or hybrid 
environments

ÅWith extensive coverage of popular 
technologies, a simple deployment 
process that requires little 
maintenance, and an easy-to-use 
interface, Datadog helps teams 
communicate and troubleshoot 
effectively
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Monitoring 
Tool: Extrahop 
Reveal(X)

ÅExtrahop Reveal(X) 
provides complete visibility into 
complex and high-performance 
infrastructure, provides AI-
powered detections, and 
creates simplified workflows 
that take the user from the 
incident to the packets of 
record

Å It enables security and 
network teams to both secure 
and accelerate the business by 
streamlining threat response 
workflows to troubleshoot and 
manage outages faster
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Monitoring Tool: 
SolarWinds 
Network 
Performance 
Monitor 

Å SolarWinds Network Performance Monitor 
(NPM) is a comprehensive network monitoring tool 
that displays real-time and historical health, 
availability, and performance statistics from SNMP-
, API-, or WMI-enabled devices, such as routers, 
switches, firewalls, and servers

Å It provides options to customize web-based 
performance dashboards, charts, and views

Å Features 

Å Multi-Vendor Network Monitoring

Å Complete Network Insights for Improved 
Visibility

Å It uses NetPath and PerfStack for Easy 
Troubleshooting

Å Smart Scalability for Large Environments
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Monitoring Tool: 
Paessler PRTG

Å Paessler PRTG helps monitor all the systems, devices, traffic, 
and applications in the IT infrastructure

Å It helps visualize the network using real-time maps with live 
status information

Å PRTG notifications are issued when problems or unusual 
metrics are detected

Å PRTG monitors the entire IT infrastructure and supports the 
following technologies:

Å SNMP ready-to-use and custom options

Å WMI and Windows Performance Counters

Å SSH for Linux/Unix and macOS systems

Å Traffic analysis using flow protocols or packet sniffing

Å HTTP requests

Å REST APIs returning XML or JSON

Å Ping, SQL, and many more
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AWS CloudTrail

Å AWS CloudTrail provides the AWS API call history for 
AWS accounts including calls made via the AWS 
Management Console or Command Line tools, AWS 
Software Development Kits, and other AWS services

Å It records and stores logs that provide information 
on the event history related to activities in any AWS 
account for a period of 90 days

Å API call history monitoring can help in tracing 
suspicious user activities within the AWS 
environment and in detecting source IP addresses 
associated with unusual API calls

Å Investigators can quickly track changes related to the 
creation, modification, and deletion of AWS 
resources by reviewing CloudTrail events

ÅAWS CloudTrail events can be viewed via the AWS 
CloudTrail console and are stored in S3 buckets as 
log files and delivered to Amazon CloudWatch
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Monitor Server 
Node using Grafana 
and Prometheus on 
AWS EC2 Instance

ÅPrometheus is a free software 
application or alert monitoring 
system used by DevOps engineers 
for event monitoring and alerting

ÅGrafana is multi-platform open-
source analytics and interactive 
visualization web application that 
generally provides alerts, graphs, 
and charts for the web when 
connected to supported data 
sources

Å Integrate Grafana and 
Prometheus into DevSecOps 
pipeline to establish a monitoring 
and alerting system to protect 
applications
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Monitor AWS 
CodeBuild 
Application with 
CloudWatch 

ÅMonitor AWS CloudBuild 
Aplications using CloudWatch 
that can set high-resolution 
alarms, visualize logs and 
metrics, take automated 
actions, troubleshoot issues, 
and discover insights to secure 
applications
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Monitoring Azure 
Virtual Machine 
Logs

Å Azure Monitor is a monitoring solution 
for collecting, analyzing, and 
responding to data from cloud and on-
premises environments

Å It provides insights into the 
performance and availability of 
applications and services, and allows 
for both manual and automated 
responses to system events

Å It aggregates data from various layers 
and components across Azure and 
non-Azure subscriptions and tenants, 
storing it in a centralized platform. This 
data can be accessed and used by 
tools to correlate, analyze, visualize, 
and respond to the information
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Trigger Build 
Notifications using 
Slack in Azure Pipeline

Slack is a messaging application used by businesses 
for managing the communications between the 
various teams to provide the information they 
need. Through integration of Slack with Azure 
DevOps, the user will be notified whenever a 
pipeline build or release is failed or successful, 
allowing the teams to stay updated regarding the 
project at each build or release
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Google Cloud Logging

ÅGoogle Cloud Logging handles the storing, 
searching, analyzing, and monitoring of logs 
and events from GCP resources and 
applications, simplifying infrastructure issue 
resolution

ÅUsers can locate specific log entries and gain 
insights into application behavior through 
advanced querying and filtering features

Å Integrate it with other GCP services like 
BigQuery and Pub/Sub for enhanced log 
processing and analysis capabilities 

Å It offers real-time log ingestion and export, 
ensuring compliance and meeting auditing 
requirements
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Google Cloud 
Profiler

Å Cloud Profiler provides developers with detailed insights into 
application performance, helping them enhance efficiency

Å It attributes that information to the application's source code, 
helping you identify the parts of the application consuming 
the most resources, and otherwise illuminating the 
performance characteristics of the code
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Google Cloud 
Error Reporting

ÅCloud Error Reporting 
gathers error data from logs 
and exceptions across 
various sources, organizing it 
for easy analysis

ÅCategorizes and groups 
similar errors, providing 
detailed information such as 
the error location in the code 
and user impact

ÅHelps developers quickly 
identify and fix issues, 
enhancing application 
reliability for users
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Trigger Alert 
Notifications with 
Slack

ÅGCP Cloud Monitoring tracks resource 
performance, sends alerts for issues, and 
can notify via email, SMS, or tools like 
Slack

ÅIt finds and groups similar app errors, 
helping developers focus on fixing 
problems faster

ÅGCP Cloud Monitoring alerts in Slack 
enable teams to quickly resolve issues 
before they become larger problems
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Monitor Google Cloud Resources using Nagios Core
Á Nagios is used for monitoring a wide range of systems and services, GCP-specific metrics like Compute Engine instances, Cloud 

Storage access controls, and pipeline execution status

Á This integration with GCP allows DevOps team to monitor the cloud resources alongside other systems within the infrastructure, 

providing a consolidated view of your overall IT health

Á By proactively identifying and mitigating potential problems, Nagios helps to minimize service disruptions and downtime within the 

GCP pipelines

Launch Nagios Core Monitoring Server on Ubuntu 20.04 LTS instance View the Alerts History
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Creating a Continuous Feedback Loop

Å Follow the steps below to build continuous feedback in the DevSecOps pipeline

Å Set quality check gates to ensure the following:

Å Code existing in the production server meets quality standards for security, compliance, and governance

Å Code execution is halted when it reaches a threshold, and the respective teams are notified to fix the issues

Å Release issues are minimal

Å Collaboration between teams is enabled and maintained

Å Rollback to the previous stage, if required, is achievable

Å Implement intelligent engineering dashboard tools

Å Implement tools that collect real-time data from different quality check gates

Å Teams configure alerts and notifications for others to act upon them

Å Establish and adopt processes to immediately act on feedback to resolve or fix issues

Å To measure the success of the feedback loop, use metrics such as the mean time to resolution and full cycle time

Å The full sprint cycle time (commit-to-deploy time) metric provides information about the health of the CI/CD pipeline

Å Information provided by feedback loops helps identify the factors that impairs sprint cycle time
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AI Powered Chatbot: Atlassian 
Intelligence

ÅAtlassian Intelligence helps teams accelerate 
work, increase efficiency, and provide value 
faster using artificial intelligence (AI) 

ÅUse Atlassian Rovo to find information across 
all their selected SaaS apps, learn and iterate 
on knowledge as they work, and act faster with 
virtual agents

ÅUse Decision Director in Atlassian Rovo also to 
get actionable feedback by analyzing data and 
offering insights to help improve processes and 
address critical issues effectively
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AI Powered 
Chatbot: 
ClickUp

ClickUp automates documentation with AI, tracks progress through charts and sprints and helps quickly 
resolve coding bugs

ÅGit Integration: ClickUp integrates with familiar Git tools

ÅDevelopment Template: Utilize the ClickUp Software Development Template to quickly 
organize projects

ÅNo-Code Automations: Simplify workflows with ClickUp Automations

ÅPerformance Tracking: Monitor budget, milestones, and other metrics using ClickUp Goals
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Integrate Microsoft 
Teams with Azure 
DevOps and GitHub 
to Provide Feedback

ÅMicrosoft Teams is a chat-
centered workspace that 
provides instant access to 
everything needed for 
DevOps teamwork. It is a 
dedicated hub that brings 
teams, conversations, 
content, and tools together 
in one environment
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Microsoft Feedback Hub 
for Providing Feedback

ÅThe Microsoft Feedback Hub allows 
users to submit feedback, report 
problems, and suggest features

ÅIt helps Microsoft improve their 
products by collecting user insights and 
issues
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Integrate AWS 
Simple Email Service 
with Jenkins

ÅThe default email notification tool of 
Jenkins uses JavaMail for sending 
emails. The email features a default 
message containing the build number 
and build status
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Incident 
Response 
in 
DevSecOp
s

Incident response in DevSecOps is a proactive, coordinated effort to 
manage security incidents CI/CD pipeline

Importance of Incident Response in DevSecOps

ÅEarly Detection: Integrating incident response enables continuous 
monitoring, allowing for early detection and mitigation of security 
threats

ÅMinimized Downtime: A predefined incident response plan within 
DevSecOps ensures containment and recovery, reducing downtime

ÅContinuous Improvement: Incident response is iterative; learning 
from incidents helps refine security practices

Key Steps to Integrate Incident Response into DevSecOps

ÅEstablish a dedicated incident response team that includes members 
from development, operations, and security to handle incidents 
effectively

ÅDevelop incident response playbooks with predefined guidelines for 
different types of security incidents to ensure swift and consistent 
responses

ÅImplement continuous monitoring and logging to gain real-time 
visibility into systems and detect unusual activities

ÅAutomate incident detection and response to quickly identify and 
address incidents using automated tools and scripts

ÅConduct regular incident response drills to simulate security 
scenarios and test the effectiveness of the response plan

ÅIntegrate incident response into CI/CD pipelines to identify potential 
threats early in the development lifecycle
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Incident Response 
Tool: Incident.io

Å Incident.io is an incident management 
platform that integrates with 
DevSecOps workflows to streamline 
incident response and improve 
collaboration between development, 
security, and operations teams

Å It aids in automating incident creation 
and escalation based on alerts, 
ensuring prompt alerts

Å It allows teams to run incidents 
consistently right from Teams by using 
automated workflows, customizable 
data, and roles

Å The automation and collaboration 
features of Incident.io makes the work 
of DevSecOps team more collaborative 
and easier
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Integrating OpsGenie 
with Incident.io for 
Incident Response

Å Integrating OpsGenie with 
Incident.io enables the 
DevSecOps team to create 
automated escalation 
workflows that route 
incidents to the right person 
based on type, severity, or 
even time unaddressed
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Incident Response 
Tool: PagerDuty

Å PagerDuty is an Incident Management 
Platform that aids in predicting and 
mitigating events quickly, automation 
of critical workflows, and providing 
guided remediation throughout the 
whole incident lifecycle

Å It allows setting up on-call schedules, 
workflows, and built-in escalation 
policies to map to the right person for 
each system or service 

Å It allows collaborating quickly with 
ChatOps tools like Slack and MS Teams

Å It provides incident workflows to build 
an automated response for every 
incident
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Integrating PagerDuty with Datadog 
for Incident Response 

Å In integrating PagerDuty with Datadog for Incident Response, When Datadog metrics 
exceed a specified range, an event is sent to a service in PagerDuty. These events can 
either trigger a new incident or be grouped into an existing one on the corresponding 
PagerDuty service

ÅWhen the metric returns to its designated range, a resolve event is sent to the PagerDuty 
service, resolving the alert and the associated incident on that service
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Integrating Splunk 
and PagerDuty for 
Incident Response 

Å Integrate Splunk and PagerDuty 
to leverage Splunk's data 
analysis capabilities to trigger 
alerts within PagerDuty's 
incident response workflow
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Incident Response with AI

Automating incident response with Artificial Intelligence improves security 
operations by monitoring security events, detecting threats such as malware 
and risky behaviors, phishing attacks and malicious software codes

Å Preparation: AI enhances incident response by evaluating historical data to generate optimized plans, improving 

communication protocols, suggesting security measures, assessing and providing tailored security training

Å Detection and Analysis: AI automates detection of possible problems in CI/CD pipelines in real time, evidence gathering 

and analysis, and evaluate the scope and effect of incidents, such as compromised systems and any potential harm

Å Containment, Eradication and Recovery: AI can isolate affected systems, eliminate threats, restore data, and identify root 

causes in order to suggest preventive actions

Å Post -Incident Activity: AI improves incident data analysis to find areas for improvement, generates reports and 

recommendations, updates reaction plans, and informs stakeholders about the incident and recovery activities
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High Availability, Fault Tolerance, 
and Disaster Recovery in DevSecOps

ÅHigh availability ensures uninterrupted system operation by minimizing 
downtime

ÅHigh availability is achieved in DevSecOps by integrating redundancy and 
failover mechanisms into CI/CD pipelines

ÅDisaster recovery focuses on restoring systems and applications after 
catastrophic events, such as natural disasters or major system failures

ÅDisaster recovery in DevSecOps involves implementing offsite backups, 
replication to secondary data centers or cloud environments, and clear 
recovery plans to restore systems after significant disruptions

ÅFault tolerance is the capability of a system to continue functioning without 
interruption even when one or more components fail

ÅFault tolerance in DevSecOps focuses on eliminating downtime entirely 
through strategies like redundancy, failover, load balancing, and automatic 
error detection and recovery
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Automated Git Repository Backup: Git CLI

ÁPerform backing up a Git repository, including the revision history, with the Git CLI

ÁFor that, use the git clone command with the --mirror option to perform a mirror clone
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Automate
d GitLab 
Instance 
Backup

Perform backing up the GitLab Instance to 
mitigate risks related to data loss, 
configuration errors, or other disruptions 
that could impact development and 
deployment workflows in the pipeline. gitlab-
backup-cli creates and runs jobs with the 
Google Cloud Storage Transfer Service to 
copy GitLab data to a separate backup 
bucket.

sudo gitlab-backup create

sudo gitlab-backup-cli backup all

sudo gitlab-backup-cli backup all --backup-
bucket=<BUCKET_NAME>

https://docs.gitlab.com/administration/backup_rest
ore/backup_cli/
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Implementing 
Scheduled Backups in 
Azure DevOps

ÅThe Scheduled Backups tool, in Azure DevOps 
automates the backup process, ensuring regular 
backups without manual intervention

ÅPerform automated backups by configuring a 
backup schedule and plan using Scheduled 
Backups Tool in Azure DevOps, allowing 
immediate backups, adding an extra layer of 
security and ensuring continuous data 
protection within the DevSecOps pipeline
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Configure DNS 
Failover for High 
Availability with 
Amazon Route 53

Amazon Route 53 is a DNS service 
that provides failover capabilities 
by automatically redirecting 
traffic to a healthy resource when 
the primary resource becomes 
unavailable

Configure failover mechanism 
with Amazon Route53 by 
integrating it into pipeline, 
preventing disruptions in 
application’s availability

https://aws.amazon.com/route53
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Configure Azure Traffic 
Manager for High 
Availability in Azure

ÅAzure Traffic Manager is a DNS-
based traffic load balancer service 
provided by Microsoft Azure

ÅConfigure failover mechanism 
using it to optimize the traffic 
distribution by routing DNS 
queries to the most suitable 
endpoint based on configured 
methods and ensure high 
availability, performance, and user 
experience



Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.2, D.Sc.

Configure External Passthrough Network Load Balancer 
Failure for High Availability in GCP

Á External Passthrough Network Load Balancers  distribute external traffic across regional 

backends within the same project, allowing backends to reside in different VPC networks.

Á In pipeline, use it  distribute traffic across redundant backend instances in multiple VPC networks 

to ensure continuous service delivery and mitigate application failure impact
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Disaster Recovery 
Testing in Amazon 
EKS using 
LitmusChaos

ÅLitmusChaos is an open-
source chaos engineering 
framework that enables 
to identify weaknesses in 
Kubernetes environments 
by injecting deliberate 
failures or conditions of 
chaos 

ÅUse its ChaosCenter 
interface and a rich set of 
chaos experiments 
available in the ChaosHub 
to test and improve the 
stability of systems
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Automate Replication of Amazon RDS 
Instances across Services AWS Accounts 

ÅAmazon Relational Database Service (RDS) automates the database 
management tasks such as backups

ÅUse automating the replication of Amazon RDS instances across AWS accounts 
streamlines data redundancy and disaster recovery processes in DevOps 
environments

ÅTo do this, deploy the CloudFormation Stack in the both source and destination 
accounts, and verify the creation of the RDS DB Instance in the Destination 
Account
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Automate Azure 
DevOps Data 
Replication to 
Azure SQL  with 
CData Sync

ÅCData Sync allows 
automated and 
continuous data 
replication between 
various data sources 
and destinations

ÅUse CData Sync to 
integrate live Azure 
DevOps data into the 
Azure SQL instance, 
consolidating data 
into a single location
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