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Case
Study 8

A Knight Capital Group had
invested in new trading software
that was supposed to help them
make a killing on the stock
markets. Instead, it ended up
killing their firm. Several software
errors combined to send Knight
on a crazy buying spree, spending
more than $7 billion on 150
different stocks. The unintended
trades ended up costing the
company $440 million, and
Goldman Sachs had to step in to
rescue them. Knight never really
recovered, and was ultimately
acquired by a competitor less
than a year later.
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https://www.henricodolfing.com/2019/06/project-failure-case-study-knight-capital.html#:~:text=Goldman%20Sachs%20stepped%20in%20to,would%20have%20been%20Goldman%20itself.
https://www.henricodolfing.com/2019/06/project-failure-case-study-knight-capital.html#:~:text=Goldman%20Sachs%20stepped%20in%20to,would%20have%20been%20Goldman%20itself.
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Plan Develop €  Build €  Test & RE:E;:I_& @ Deploy % Operate

£ Cyber Security Automation {Scanning, Testing, & Validating >

A The Continuous Deployment feedback loop iterates
across the Plan Develop Build Test Release &
Delivey and Deployphases of the DevSecOps
lifecycle, depicted in Figure 11

A Deployment is formally the act of pushing one or

CO ntl n u O US more features into production in an automated

fashion This is the first additionalcontrol gate

De p I Oym e nt outside of the control gates depicted in the software

factory’s CI/CD pipeline, visualized in Figure 6
A DoD Enterprise DevSecOps Fundamentals
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Continuous Deployment

Continuous Integration/Continuous Deployment (CI/CD) Tools: CI/CD tools automate code integration, testing, and deployment. Integrating
security checks within CI/CD pipelines ensures vulnerabilities are detected early. Examples:
Jenkins: Highly customizable and supports a wide range of plugins for integrating security tools.
A GitLab CI/CD: Provides built-in security scanning for code, dependencies, and containers.
Static Application Security Testing (SAST) Tools: SAST tools analyze source code to identify vulnerabilities during development. They help
developers address security issues before code moves to production. Examples:
SonarQube: Offers detailed insights into code quality and security vulnerabilities.
A Checkmarx: Focuses on comprehensive code scanning with detailed reporting.
Dynamic Application Security Testing (DAST) Tools: DAST tools simulate attacks on running applications to identify runtime vulnerabilities,
such as SQL injection or cross-site scripting (XSS). Examples:
A OWASP ZAP: An open-source tool with powerful penetration testing capabilities.
A Burp Suite: A popular tool for web application security testing.
Software Composition Analysis (SCA) Tools: SCA tools analyze third-party libraries and dependencies to detect vulnerabilities in open-source
components. Examples:
A Dependabot: Integrates with GitHub to provide automatic updates for vulnerable dependencies.
A Snyk: Offers proactive monitoring of libraries and automated fixes.
Infrastructure as Code (laC) Scanning Tools: These tools identify misconfigurations and security risks in infrastructure code. Examples:
Terraform: Provides security scanning for infrastructure templates.
Trivy: Scans container images and laC templates for vulnerabilities.
Security Monitoring and Incident Response Tools: Tools in this category monitor live systems for potential threats and help teams respond
effectively. Examples:
A Splunk: Offers comprehensive security monitoring and analytics.
A Data dog: Provides real-time Observability into infrastructure and applications.

Learning, Maxwell. Advanced DevSecOps: A Guide to Advanced DevSecOps Practices .
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Cl/CD stands for continuous integration/continuous deployment/delivery. While

Cl automatically releases every change to production, CD ensures changes are production-
ready but may require a manual step for deployment. It is a software development
practice that involves frequently integrating code changes into a central repository and
then automatically building and deploying those changes to a test or production
environment. Cl is the practice of regularly merging code changes into a shared repository,
where automated tests are run to catch any issues that may have been introduced. CD is
the practice of automatically deploying code changes that pass all tests to a production
environment. A CI/CD pipeline automates the process of testing, building, and deploying
software changes;

A Sehgal, Vandana Verma. Implementing DevSecOps Practices: Understand application security testing and
secure coding by integrating SAST and DAST. Packt Publishing..




Runtime Application Self Protection (RASP)

RASP is a solution that provides:

Real - Time Vulnerability
Remediation

A RASP protects the application during
runtime with fewer false positives to
help remediate known vulnerabilities

A It examines the incoming traffic to the
server and APIs of the application for
suspicious activities such as network
sniffing, tampering with code, and
data leakage

A It safeguards against previously
unknown threats and zero-day
attacks in real-time using signatures
to identify patterns of attacks

Robust Application Security

A RASP can be easily integrated with
the (CI/CD) pipeline and requires no
additional hardware

A The detection and prevention
functionalities of RASP can be built
into every application release as part
of the automated CI/CD pipeline,
allowing applications to self -protect
regardless of where they are in the
SSDLC process

Hidden Runtime Attack
Visibility
A RASP assists security operations and
application development teams by
filtering out noise  and allocating
resources efficiently

A RASP provides security log
information that helps in quick
response and visibility into identified
risk

Types of RASP
Pattern matching with blacklist
Dynamic tainting

> > > >

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.2, D.Sc.

Virtualization and compartmentalization

Code instrumentation and dynamic whitelist




Testing
Using
RASP

A RASP is part of the application delivery process
as it is designed to be bundled into applications

A It can be used for testing fully developed
applications before moving them to production

A RASP can be deployed to monitor only, using
application tests and instrumenting runtime
behavior to learn how to protect the application

A It can monitor while security tests are invoked
in an attempt to break the application, with
RASP performing security analysis and
transmitting its results

A Development and testing teams can learn
whether RASP detected the tested attacks

A RASP can be deployed in full blocking modeto
see whether security tests were detected and
blocked, and how they impacted the user
experience

A This provides an opportunity to change
application code or augment the RASP rules
before the application goes into production



JScrambler

The JscrambleRASP Too$ a JavaScript-based Runtime
Application Self-Protection (RASP) solution designed to protect
web and mobile applications against client-side attacks,
including tampering, reverse engineering, and code theft.
Code Obfuscation and Protection

A Converts JavaScript source code into a protected version
that is difficult to understand or modify.

A Prevents reverse engineering and theft of intellectual
property.

A Supports self-defensive technigquesike anti-debugging,
anti-tampering, and polymorphic transformations.

Runtime Monitoring and SelDefense

A Implements integrity checksto detect and respond to
runtime attacks.

A Detects modifications, debuggers, breakpoints, and browser
dev tools tampering.

A Triggers custom responsesike app termination, alerts, or
redirects when attacks are detected.

Web and Mobile App Protection

A Designed for singlepage applications (SPAshd
frameworks like React, Angular, and Vue.

A Compatible with hybrid mobile apps (e.g., Cordova, lonic)
and PWA:s.

Integration and Automation

A Easily integrated into CI/CD pipelines with CLI, APIs, and
build tools like Webpack.

A Offers detailed analytics and logging to monitor threat
patterns and suspicious behaviors.



Jscrambler RASP Tool Integration with
GitLab

A The integration of Jscrambler with GitLab enables DevSecOps teams to seamlessly secure source code during build time and enhance the runtime
protection functionalities to the source code

A Configure a deploy job that accesses the build/ folder , which includes the application's protected sources;  then perform the necessary action to make
the application live in the production environment

% General Actions secrets ||

Access

Secrets are environment variables that are encrypted. Anyone with collaborator access to this repository can use these
Ay Collaberators and teams secrets for Actions.
) Moderation options v Secrets are not passed to workflows that are triggered by a pull request from a fork. Learn more about encrypted secrets.

Code and automation .
Environment secrets

¥ Branches

© Tags 8 JSCRAMBLER_ACCESS_KEY production Updated yesterday
® Actions ~
& Webhooks & JSCRAMBLER_APPLICATION_ID production Updated yesterday

Environments

9 Pages

8 JSCRAMBLER_SECRET_KEY production Updated yesterday

Security
@ Code security and analysis Repository secrets

/£2 Deploy keys

(3] Secrets - There are no secrets for this repository.
I Actions Encrypted secrets allow you to store sensitive information, such as access tokens, in your repository.
Dependabot

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.?, D.Sc.
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SAST vs DAST vs IAST vs RASP

=

SAST (Static Application Securi DAST (Dynamic Application IAST (Interactive Application | RASP (Runtime Application Se
Feature . . b . h .
Testing) Security Testing) Security Testing) Protection)
Testing Phase Development Testing/Production Testing/Production Production

Testing Approach

White-box (source code analysis)

Black-box (application behavior
analysis)

Grey-box (combines SAST and
DAST)

In-app monitoring and protection

Vulnerability Detection

Finds logic errors, data flow
issues, and security flaws in
source code

Identifies vulnerabilities in
running applications through
external attacks

Detects vulnerabilities in real-time
during application execution

Detects and prevents attacks in
real-time

False Positives

High

Low

Medium

Low

False Negatives

High

Low

Medium

Low

Coverage

Deep code analysis, but limited to
codebase

Covers runtime behavior, but
limited to external interactions

Combines code and runtime
analysis for broader coverage

Monitors application behavior for
real-time threats

Integration

Early in development lifecycle

Later in development lifecycle

Integrated into development and
testing

Deployed with the application

Performance Impact

Low

Low

Medium

High

Typical Use Cases

Code review, early vulnerability
detection

Penetration testing, security
audits

Comprehensive security testing,
developer feedback

Protection against zero-day
attacks, runtime threats

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.2, D.Sc.



GitGraber
Tool: Check

Sensitive Data
In GitHub .

root@bugbounty# python3 gitGraber.py -k wordlists/keywords.txt -q

[1] Github query : https://api.github.com/search/code?q=yahoo a
[1] Status c : 200

: : [!] POSSIBLE S TOKEN FOUND ( d use N00 )
A GitGraber is a pyt.h.on-_based t00| [+] Commit date : 2019-09-10T13:40:08Z by [N
that detects sensitive information [+] RAW URL : https://raw.githubusercontent.com/ | NN/ B/B/ cnd_bash.md
: : 1 [+] Token : [N
in real time that C_OU|d be pUb!IC'Y' [+] Repository URL : https://github.com/[ i NNEGNGT
eXposed due to mlsconflguratlon n [1] Github query : https://api.github.com/search/code?g=yahoo access_token&sort=indexed&o=desc
7 P H [1] Status code : 200
dlfferent Onllne services SUCh as [!] POSSIBLE GOOGLE_FIREBASE_OR_MAPS TOKEN FOUND (
GitHub, AWS, PayPal, etc [+] Commit date : 2019-09-11T20:12:28Z by
[+] RAW URL : https://raw
. H H H [+] Token :
A https://github.com/hisxo/gitGraber e
A A L. [!] POSSIBLE TWILIO TOKEN FOUND sed 0)
A By using GitGraber, sensitive data [+] Commit date : 2019-07-30T06: by
can be sought from target services [+] RAW URL : https://raw.githubusercontent.com/| /B project . html

[+] Token : [N

Repository URL : https://github.con/ NN/ DR

[+]
A You use keywords to look for
sensitive information

A pip3 install— requirements.txt
and start GitGraber with python3
gitGraber.py-k
wordlists/keywords.txt-g “ AP |
token" —scommand

A You can then scan GitHub

11



GitMiner

https://github.com/UnkL4b/GitMiner
GitMiner searches GitHub for data
based on the user input

It can be used to find secret
credentials such as usernames and
passwords, API credentials, and other
sensitive data on GitHub

To start scanning, clone the repository
to the local machine by using

A qit clone
http://github.com/UnkL4b/Git
Miner command and install the
dependencies using

A pip3 install-r requirement.txt

Start the scan by using the following
command: python3 gitminerv2.0.py
[-h] [-q 'filename:shadowpath:etc }
o0 result.txt] (—q can be altered based
on the requirement of sensitive data)

L IIIIIIIII
|I|I|I|M|I
o o

(= =)

[=]

-» github.com/UnkL4b
-» unklab.github.io

e [WARNIMG] --------= - e e - +
| DEVELOPERS ASSUME NO LIABILITY AND ARE NOT |
| RESPONSIELE FOR ANY MISUSE OR DAMAGE CAUSED BY |
| THIS PROGRAM |

[-h] [-g 'filename:shadow path:etc”]

[-m wordpress] [-o result.txt]

[-r '/~\s* . %2; Ms*$/om" ]

[-¢ _octo=GH1.1.2898292934896.153133829439; pa-GA1.2.36424941.153192375318; user_session-oZIxL2

optiomal arguments:
-h, --help show this help message and exit
-q "filename:shadow path:etc', --query "filename:shadow path:etc
Specify search term

-m wordpress, --module wordpress
specify the search module
-0 result.txt, --output result.txt
Specify the output file where it will be
saved
-r AEECLFER) NS EE Emt, --regex SMASF(LF?); SR Em!
set regex to search in file
-C _octo=GH1.1.2998292984896.153133829439; _pa=GAl.2.365424941.153192375318; user_session=0ZIXL2_ajeDp
Specify the cockie for your github

12

&



GitLeaks Check

Leaked Sensitive

Data in a Public

GitHub Repository ..

brew install gitleaks

# Docker {DockerHub)
docker pull zricethezav/gitleaks:latest

A httpS://glthUb.COm/gi docker run -v ${path_to_host_folder_toc_scam}:/path zricethezav/gitleaks:latest [COMMAND] [OPTIOMS] [SOU
tleakS/gitIeakS # Docker {(ghcr.io)

docker pull ghcr.iofgitleaks/gitleaks:latest
docker run -v %{path_to_host_folder_tec scan}:/path ghcr.io/gitleaks/gitleaks:latest [COMMAND] [OPTIONS]

A bUiId Gitl_ea ks # From Source (make sure "go  is installed)

git clone https://github.com/gitleaks/gitleaks.git
cd gitleaks

A cd gitleaks
A make build

13



Integration process

IEEE 15288, [6.4.8.1] The purpose of the Integration
process is to synthesize a set of system elements into a
realized system (product or service) that satisfies
system requirements, architecture, and design

< IEEE



Integration process

* Life cycle concepts

* Interface definitions

* System c¢lement
descriptions

« System elements

* System element
documentation

* Implementation traceability

* Accepted system or system
element

5 =,

Controls

¥
4 |

* Prepare for integration

* Perform integration - Successively
integrate system clement
configurations until the complete
systemn s synthesized,

* Manage results of
integration

Enablers

* Integration strategy

* Integration enabling system
requirements

* Integration constraints

* Integration procedure

* Integrated system or system
clements

* Interface definition update
identification

* Integration report

* Integration record

N 5




NASA

Integration
Process

-NASA Systems
Engineering
Handbook

From Product
Transition Process

Lower Level
Products to Be
___ Integrated

e,

From Configuration
Management Process

End Product Design
Specifications and
Configuration
Documentation

——

From existing
resources or Product
Transition Process

Prepare to conduct product
integration

v

Obtain lower level products for
assembly and integration

v

To Product
Verification Process

Confirm that received products
have been validated

v

Prepare the integration environment
fior assembly and integration

Integrated Product

To Technical Data
Management Process

v

Assemble and integrate the
received products into the desired
end product

v

Product Integration-
Enabling Products

Prepare appropriate product
support documentation

Capture work products from
preduct integration activities

FIGURE 5.2-1 Product Integration Process

Product Documents
and Manuals

Product Integration
Work Products



Interface
Testing

Needed whenever
modules or subsystems
are combined to create

a larger system

Goal is to identify faults
due to interface errors
or to invalid interface

assumptions

Particularly important

in object-oriented
systems development




Interface
Types

A Parameter interfaces

A data passed normally between
components

A Shared memory interfaces

A block of memory shared between
components

A Procedural interfaces

A set of procedures encapsulated in a
package or sub-system

A Message passing interfaces

A sub-systems request services from each
other



Interface
Errors

Interface misuse

e parameter order, number, or
types incorrect

Interface misunderstanding

e call component makes incorrect
assumptions about component
being called

Timing errors

e race conditions and data
synchronization errors



System Testing

Testing of critical systems must
often rely on simulators for sensor
and activator data (rather than
endanger people or profit)

Test for normal operation should be
done using a safely obtained
operational profile

Tests for exceptional conditions will
need to involve simulators

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.2, D.Sc.



Systems Integration

Logical

Develop information systems that allow
organizations to share data with all of its
stakeholders based on need and
authorization.

Management needs to change
organizational structures, processes, and
employee roles and responsibilities.

Physical

Provide seamless connectivity between
heterogeneous systems.

Business process reengineering involves
changing the mindset of the employees in
the organization, encouraging and
enabling them to do their tasks in a new
way.

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.?, D.Sc.



A Physical architecture

A (represented in diagrams,
tables, descriptions)

A System diagrams /
System interface
descriptions

A Network topologies

A System Ul / UX
prototypes

A State charts
A Rule models

A Interface control
documents/diagrams
(ICD)

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.?, D.Sc.



Integration Approaches

FEUSIT 1. IS G IS IMME S, L LT gy
Integration Technique Description
Global Integration Also known as blig-bang ntegration;, all the delivered implemented elements are assermbled in only one steg.

« This technigue is simple and does not reguire sirmulating the implemented elements not being available at that time.
« Difficult to detect and localize faults; interface faults are detected late.
« Should be reserved for simple systems, with few interactions and few irmplemented elements without technological risks.

Integration "with the The delivered implemented elements are assemoled as they become avallahle.
Stream" « Allows starting the integration quickly

= Complex to implement because of the necessity ta simulate the implemented elements nat yet available. Impossible to contral the end-to-end "functional chains", consequently, giohal tests are postponed very late
in the schecdule.

« Should be reserved for well-known and controlled systems without technological risks.

Incremental Integration In a predefined order, either one or a very few implemented elements are added to an already integrated increment of implemented elements.

= Fast|ocalization of faults: a new fault s usually localized in lately integrated implemented elements or dependent of & faulty interface.

« Require simulators for absent implemented elements. Reguire many test cases, as each implemented element addition requires the verification of the new configuration and regression testing.
« Applicable to amy type of architecture

Subsets Integration Implemented elements are assembled by subsets, and then subsets are assembled together (a subset is an aggregate); could also be called "functional chains integration”
= Time saving due to parallel integration of subsets, delivery of partial products is possible. Requires less means and fewer test cases than integration by increments.

« Subsets shall be defined during the design.

« Applicahle to architectures composed of sub-systems.

Top-Down Integration Implemented elements or aggregates are integrated in their activation or utilization order

= Availability of a skeleton and early detection of architectural faults, definition of test cases close to reality, and the re-use of test data sets possible.

« Many stubs/caps need to be created, difficult to define test cases of the lea-implemented elements (lowest level).

« Mainly used in software domain. Start from the implemented element of higher level, implemented elements of lower level are added until leaf-implemented elements.

Bottom-Up Integration Implemented elements or aggregates are integrated in the opposite order of their activation or utilization.

« Easy definition of test cases; early detection of faults (usually localized in the leaf-implemented elements); reduce the number of sirmulators to be used. An aggregate can be a sub-system

= Test cases shall be redefined far each step, drivers are difficult to define and realize, implemented elements af lawer levels are "over-tested", and does nat allow architectural faults to be quickly detected.
« Mainky used in software domain, but can be used in any kind of system.

Criterion Driven Integration | The most critical implemented elements compared to the selected criterion are first integrated (dependability, complexity, technological innovation, etc.). Criteria are generally related to risks.

« Allows early and intensive testing of critical implemented elements; early verification of design choices
« Testcases and test data sets are difficult to define.




Basic concepts

Hardening

Configuration

Release Management

Secure Startup

QA0

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.?, D.Sc.



Operating System Hardening

Close ports

Shut down services

Keep patched

Shut down shares

Shut down un-
needed accounts

Password policies

e Lockout
e Password complexity
e Password age

25




Host Level Security

COMPONENT CHARACTERISTICS

Patches and Updates Not deploying patches and updates to the web server can allow attackers to run malicious code or intrude the server

Services are easy targets for attackers to access the privilege and exploit the functioning of the server
Services Do not run the service that is not required for the server functioning
It is important to monitor running services

Do not implement protocols that are insecure and can not provide encrypted authentication

Protocols . . .
ExampleTelnet, File Transfer Protocol(FTP), Simple Mail transfer Protocol(SMTP)
Audit the user accounts regularly to avoid any malicious activities
Provide limited privileges to account to prevent privilege elevation
Accounts - .
Delete accounts that are no more beneficial for the application
Implement strong password policies
Files and Directories Implement NTFS permissions on files and directories on web server this will allow access to only Windows services
Secure file shares process with NTFS permissions
Shares o . : .
Limited shares reduces intrusion possibility on web server
Services running on server listen to specific ports
Ports & P P

Auditing ports regularly will help to detect any irregular service on the server
Secure the registry by:

Registry Applying restricted Windows ACL
Blocking remote registry administration

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.?, D.Sc.



Network Level Security: Router

Patches and Updates Router operating system is patched with up-to-date software

Unused protocols and ports are blocked
Ingress and egress filtering is implemented
ICMP traffic is screened from the internal network
Protocols TTL expired messages with values of 1 or 0 are blocked (route tracing is disabled)
Directed broadcast traffic is not forwarded
Large ping packets are screened
Routing Information Protocol (RIP) packets, if used, are blocked at the outermost router
Unused management interfaces on the router are disabled
Administrative A strong administration password policy is enforced
access Static routing is used
Web-facing administration is disabled
Services Unused services are disabled (for example bootps and finger)
Logging is enabled for all denied traffic
Auditing and logging Logs are centrally stored and secured

Auditing against the logs for unusual patterns is in place

Intrusion detection  IDS is in place to identify and notify an active attack



Network Level Security: Firewall

Characteristics

Patches and Firewall software and OS are patched with latest security
Updates updates

Packet filtering policy blocks all but required traffic in both
directions

Application-specific filters are in place to restrict unnecessary
traffic

Filters

All permitted traffic is logged
Denied traffic is logged
Logging and Logs are cycled with a frequency that allows quick data

Auditing analysis
All devices on the network are synchronized to a common time
source
: Perimeter network is in place if multiple networks require
Perimeter

access to the server

networks . :
Firewall is placed between untrusted networks



Network Level Security: Switch

Component Characteristics
Patches and Latest security patches are tested and installed, or the threat from known
Updates vulnerabilities is mitigated
VLANSs Make sure VLANs are not overused or overly trusted

All factory passwords are changed
Insecure defaults  Minimal administrative interfaces are available
Access controls are configured to secure SNMP community strings

Services Unused services are disabled

Encryption Switched traffic is encrypted

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.2, D.Sc.



YHard coding credentials and cryptographic keys inline code or in

configuration files in cleartext.

YNot disabling the listing of directories and files in a web server.

Yinstallation of software with default accounts and settings.

Yinstallation of the administrative console with default configuration

settings.

Yinstallation or configuration of unneeded services, ports and

C O I I l I I l O n protocols, unused pages, and unprotected files and directories.

misconfigurat e

Ylack of perimeter and host defensive controls such as firewalls,

I O n S filters, etc.

YEnabling tracing and debugging can lead to attacks on

confidentiality assurance. Trace information can contain security

sensitive data about the internal state of the server and workflow.

When debugging is enabled, errors that occur on the server side can

result in presenting the entire stack trace data to the client browser.

Paul, Mano (2013-09-03). Official (ISC)2 Guide to the CSSLP CBK, Second Edition ((ISC)2 Press) (Page 523)..

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.2, D.Sc.



Control types

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.2, D.Sc.



mm SCANNING

: : s LOGGING
monitoring

mm [INTRUSION DETECTION

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.2, D.Sc.



metrics

Characteristics of good metrics are:
Consistent -
Quantitative
Objective -
Relevant
Inexpensive/Affordable

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.?, D.Sc.



Secure Deployment

ADeployment is the last phaseof
software development lifecycle where
application is moved from development
environment to production environment

Altis the first time where a system
administrator is involved in software
development

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.2, D.Sc.



rior
Deployment
Activity:
Check the

Integrity of
Application
Package
before
Deployment

&

A Software vendors generally provide
checksum of the application with the
application package

A System administrators should again
generate a checksum of the application and
compare it with the checksum provided
with the package to ensure the integrity of
the application

A Two identical checksums confirm that the

application is not tampered during the
delivery

N\
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Operate
and
Monitor
Phase

Once the product is released, the operations
team is responsible for ensuring that it runs
smoothly

In this phase, the operations team focuses on
system scalingload balancingand backup

A he Operations Team Performs the
Following Activities During this Phase:

A Maintaining security in production
operations

A Identifying security threats and
compliance issues

A Monitoring infrastructure, the
network, and applications

A Providing reviews and feedback



Logging Tools

Logging tools integrated with real-time monitoring solutions help in the early
detection of unusual or abnormal activities

Leverage logging and monitoring to maintain healthy applications and user
experiences

Best Practices to Integrate Logging and Monitoring Solutions

A Logging and Monitoring Solutions Should Work Togeth&rsure that the
log data collected by the logging tool are sent directly to the monitoring tool

A Log the Right Data:ogged data should assist the team in troubleshooting
the problems. The data should contain information such as timestamps,
user IDs, session IDs, and resources used

A Use Structured Log Dat&tructured data provide a clear understanding of
what occurred

A Log Data Analysisiggregating and log information helps identify anomalies



Continuous
Monitoring

Continuous monitoring is an automated process to identify and
detect security threats and compliance issues at every phase of
the DevOps pipeline

The continuous monitoring process monitors applications,
deployments, infrastructure, and users and provides the ability to
track system performance in real time and identify any attacks
earlier

Automated monitoring solutions notify the development and
quality assurance teams of events that indicate any threat or
issues in the production environment

A Infrastructure Monitoring IT infrastructure (data centers,
networks, hardware, software, servers, storage, etc.)

A Application Monitoring performance (transaction time,
uptime, system responses, database and front-end response,
etc.)

A Network Monitoring: firewalls, routers, switches, servers, and
virtual machines.

Health and status of the systems
Performance log of applications
A Vulnerabilities in the system
A Development milestones
A User behavior/activity

A Organizations Should Monitor the Following:
A




Logging and
Monitoring Tool:
Sumo LOg|C Cloudflare - Snapshot

Web Traffic Overview

Total Number of Requests (] Total Bandwidth (] Cached Bandwidth (] Saved Bandwidth in % Threats Stopped

7.33k 70.51 MB 22.08 MB 31.3 34.0

Cloudflare - Snapshot

A Sumo Logic unifies logs,
metrics, and traces to provide
fast alerting and analytics tools
to quickly diagnose and o &°
troubleshoot issues ' o

Top Traffic Countries Map @ Last 30 Day Top Traffic Countri... Top Traffic Countri... Top Threat Countri...

o
A 1t provides integrated analytics 56 I o ©
. mapbox
that correlate logs, metrics,
and traces to quickly identify Web Traffic Types
poorly performing Components Traffic Type @ st30Days B T O HTTP Protocols & s ays (& Request Methods @
A 1t helps the DevOps team | e 7 s simn

streamline the alerting and
incident management process
to reduce downtime issues




Logging and Monitoring
Tool: Nagios Log Server

Nagios
@ Better Apache Dashboard X -z ®& Q A = u ||~ o
@
A Nagios Log Server is centralized log - -
management, monitoring, and analysis
software USA © © + x  WORLD 0 W d %
-
| Q 9 & v 9
A Its dashboard system provides users T @a o0 € Q..
with the ability to query, filter, and analyze F 0 Q L Q- i
incoming log events : v ! Q
g L/

A Its alerting feature enables the admin .
to create alerts based on queries with

BANDWIDTH o & + x TOP 10 TERMS 0 o + x EVENTS o o % x

specific thresholds and send them to the
appropriate team members

A It provides a real-time view of the log
data from all the servers, allowing the
operations team to analyze and solve
problems as they occur



Monitoring
Tool: Splunk

splunk. i Apps v 4

Security Posture

Securty Posturev  IncidentReview  Investigations  Securlty Intofligence > Security Do

Splunk monitors the performance JEalte

of servers, containers, and apps in
real time at scale

Features
A Prevents Business Outages
A Makes Informed Decisions

A Real-Time and Predictive
Insights

A Visibility for IT and the Business
A Resolves Issues Quickly




Integrate Splunk with GitLab to Monitor Source Code

Integrate Splunk with GitLab to gain insights into master and node architecture, job and build information, and effectively and
efficiently analyze the test result

Splunk Add -on for GitLab collects data from GitLab CI/CD pipelines and repositories, providing insights into build status
and code changes

Edit Source Type: gitlab_json

Environment variables are configured by your administrator to be protected by default.

+ 45708

Type Key Value Options Enviranments
Advanced awesome-project-part-duszyanne

Variable SPLUNK_HEC_ENDPOINT (3 e Expanded All (default) [ ) = erem

SPLUNK_HEC_TOKEN [} Expanded I @

9
Reveal values £ [+
Setting Environment Variables for the Splunk HTTP Event oo . 3 é,‘“’ daiis

Collector (HEC) Endpoint and Token
Example of Entries for build_id , pipeline_id ,

repository_name , and

Source Type Settings ) Y
repository_organization on the CI/CD event

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.2, D.Sc.



Monitoring Tool: ElasticSearch (ELK) Stack

A The ELK stack includes Elastic search, Logstash, and [
Kibana. It processes data from sources in any format and —
searches, analyzes, and visualizes the data in real time =
A Logstash: Centralized logging, log enrichment, and parsing - B —
A ElasticSearch : Store, search, and index data and perform LI I q W’l’\'“"ﬁ
data analytics 1 I “\Mw
A Kibana: Data visualization S S e Sl e
Application Performance Monitoring
oatue Comparis Settngs L B e o @ R
— Overview
26 Monitors Pings over time ﬁ‘
N\ e ¢
= o B e o B e e e B -
: m I : I .

Logs Uptime Metrics
Sourcewww.elastic.co

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.?, D.Sc.



Monitoring
Tool: Datadog

¢ Global Performance Dashboard v  + sarwdges i Past1Hour - «[@» =

A Datadog’s SaaS-based infrastructure

monitoring provides metrics, ’v o = f
visualizations, and alerting to ensure b 4 ! -
that engineering teams can maintain

and optimize cloud or hybrid 98.12% 98.01%

environments

A With extensive coverage of popular
technologies, a simple deployment
process that requires little
maintenance, and an easy-to-use
interface, Datadog helps teams
communicate and troubleshoot
effectively



Monitoring
Tool: Extrahop
Reveal(X)

A Extrahop Reveal(X)

provides complete visibility into
complex and high-performance
infrastructure, provides Al-
powered detections, and
creates simplified workflows
that take the user from the
incident to the packets of
record

A It enables security and
network teams to both secure
and accelerate the business by
streamlining threat response
workflows to troubleshoot and
manage outages faster

‘a@ExtraHop  Reveal(x Overview Dashboards Detections

Last 14days ~ Security Network Perimeter

Active Devices 38 111%:,} < DNS Activity

New Devices

Network Health Indicators

Network Health Indicators
DNS RequestT

DNS

Alerts  Assets  Records

>

00 .

;“ Generate Executive Report




Monitoring Tool:
SolarWinds
Network
Performance
Monitor

A SolarWinds Network Performance Monitor
(NPM) is a comprehensive network monitoring tool
that displays real-time and historical health,
availability, and performance statistics from SNMP-
, APl-, or WMI-enabled devices, such as routers,
switches, firewalls, and servers

A It provides options to customize web-based
performance dashboards, charts, and views

Features

Multi-Vendor Network Monitoring
Complete Network Insights for Improved
Visibility

It uses NetPath and PerfStack for Easy
Troubleshooting

Do 3> Do 3o Do

Smart Scalability for Large Environments

NPM Lummary

A Nt mamgrd by NN

ve Aeets (143}

NP ™ Crvry Sede_ Frery Pod Covry Netmart

s de Vmg of O vme e

I @Q‘

it o B Buncha

Nowden Consme. 29

Iedartaion weAR Mgh Portrmd Wiy o

[rrepys
‘I}I)I;I!I?




u u
|
#  Setup | AccountSettings
| Account Settings

SIHLS)
& My Account & Notification Templates B Notification Contacts £ Schedules
P E E E E I E r P R T Notification Templates
£ Add Entry to Event Log E] Active AN (I~ 3
£ Amazon SNS Message (paused) Ly Paused JaS ") @
£ Assign Ticket = Active oon o @
L Email to Admin @ Active AN (™) 3
L) Execute HTTP Action (paused) M Paused no» % @
£ Execute Program o] Active oon o [E4
. . . £} Microsoft Teams Message [ B Active Jau T} =4
A Paessler PRTG helps monitor all the systems, devices, traffic, R . o : B
and applications in the IT infrastructure st s e . 5 s o
£ SMS/Pager Message @ Active AN e =
A It helps visualize the network using real-time maps with live m - o
status information Boyognessae 5 oo w @
A PRTG notifications are issued when problems or unusual
metrics are detected
A PRTG monitors the entire IT infrastructure and supports the PTG Rk - o .
MONITOR welcome PRIG System Administrator

following technologies:
A SNMPready-to-use and custom options
WMI and Windows PerformanceCounters

SSHor Linux/Unix and macOS systems P —

Traffic analysis using flow protocols or packet sniffing
HTTPequests

REST APIs returning XMLor JSON

Ping, SQland many more

4673 9313

o Do Do Do Do Do

0000 :



“ N
AWS CloudTrail

A AWS CloudTrail provides the AWS API call history for ‘
_ AWS accounticluding calls made via the AWS
Dasibourd . Management Console or Command Line tools, AWS
oy et ey - = I Software Development Kits, and other AWS services

A It records and stores logshat provide information
on the event history related to activities in any AWS
account for a period of 90 days

A API call history monitoring can help in tracing
e suspicious user activitiewithin the AWS
R G B environment and in detecting source IP addresses
associated with unusual API calls

A Investigators can quickly track changes related to the
B e e A T T creation, modification, and deletion of AWS
resources by reviewing CloudTrail events

A AWS CloudTrail eventsin be viewed via the AWS
CloudTrail console and are stored in S3 buckets as
log files and delivered to Amazon CloudWatch




Monitor Server
Node using Grafana
and Prometheus on
AWS EC?2 Instance

A Prometheus is a free software
application or alert monitoring
system used by DevOps engineers
for event monitoring and alerting

A Grafana is multi-platform open-
source analytics and interactive
visualization web application that
generally provides alerts, graphs,
and charts for the web when
connected to supported data
sources

A Integrate Grafana and
Prometheus into DevSecOps
pipeline to establish a monitoring
and alerting system to protect
applications

Instances (1/7) info

‘ C ‘ ‘ Connect | ‘ Instance state ¥ | ’ Actions ¥ | Launch instances v

‘ Q, Find Instance by attribute or tag (case-sensitive ‘ All states ¥ ‘

| Instence 1D = 1-02ba80f1b26613d90 [ X | [ Clearfitters | 1 ®

Name /' v ] Instance ID ‘ Instance state v \ Instance type ¥ ‘ S
| Linux-Server -02ba89f1b26613d90 ® Running @ Q t2.micro @

Prometheus Alers Graph Status~ Help Cl

Targets

il

prometheus (2/2 up)

Last Scrape
Endpoint State Labels Scrap Duration Error
v @ 825

o

PuTTY Security Alert

The host key is not cached for this server:
ec2-3-144-228-223 us-east-2 compute . amazonaws.com {port 22)
You have no guarantee that the server is the computer you think tt is
The server’s ssh-ed25519 key fingerprint is:
ssh-ed25515 255 SHA256:rslkQw/DYImvF+yopYDnk Pr/roxmSXk 100 10igedGAU

If you trust this host, press "Accept” to add the key to PuTTY's cache and cany on
connecting.

If you want to camy on connecting just once, without adding the key to the cache, press
"Connect Once”

if vou do not trust this host. oress "Cancel” to abandon the connection.

@© Public DN{

o ¢ Help More info... Accept | Connect Once [ | Cancel

i ]



Monitor AWS
CodeBuild
Application with
CloudWatch

® © ® g cloudwatch Management Cor X 4

< C @& eu-west-2.console.aws.amazon.com/cloudwatch/home?r: =eu-west-2#d £ * @ :
aws Services v  Resource Groups v % L @EEEID ondon v Support ~

A M On Ito r AWS CI O u d B u I Id CloudWatch v Add widget Actions ~ Save d: Doar 1h 3h 12h 1d 3d 1w custom - P
Dashboards

Aplications using CloudWatch Narms r— —

that can set high-resolution o || \/\/\/\/
alarms, visualize logs and o
ogs 240

metrics, take automated o

actions, troubleshoot issues, Mottos e /\W

Events

. B . o700 0730 0800 0B 1y 1000 1030 08:00 08:30 09:00 09:30 10:00 1030
and discover insights to secure sl @ mocsen . 0 @ e
a p pl icat i ons ServiceLens [0 Latency ¢ 3.0 Min " B 2 2 Concurrency
Service Map / 81 A
Traces 1.00k / e ; '::’:ago 6 O = 8 9
Synthetics (23 AN ? 2 Sl ¥ ! ® 3. Min
Canaries 1 ConcurrentExecutions
Thresholds €00
Contributor Insights (53 400 Log events

el [ 649

Favorites _— o — e
02-07 08:55
07:45 08:00 08:15 08:30 0&a> wuvww 09:15 09:30 09:45 1000 10:15 1030 1045 IncomingLogEvents

@ Feedback (@ English (US) 20 c. or its affiliates. All rights reserved.  Privacy Policy  Terms of Use




Monitoring Azure
Virtual Machine
Logs

A Azure Monitor is a monitoring solution

for collecting, analyzing, and

responding to data from cloud and on-

premises environments

A It provides insights into the
performance and availability of
applications and services, and allows
for both manual and automated
responses to system events

A It aggregates data from various layers
and components across Azure and
non-Azure subscriptions and tenants,

storing it in a centralized platform. This

data can be accessed and used by
tools to correlate, analyze, visualize,
and respond to the information

. Wwessdwranr (.o »am s

O I
-



Trigger Build e
Notifications using ;
Slack in Azure Pipeline

{ Manage apps... i View App Directory

channel. This channel is for everything #devsecops. Hold meetings, share docs,

and make decisions together with your team. (Edit description)

ECDE 2414M
joined #devsec:

+AA®@ OO¢

Slack is a messaging application used by businesses
for managing the communications between the
various teams to provide the information they

need. Through integration of Slack with Azure e
DevOps, the user will be notified whenever a S
pipeline build or release is failed or successful, :Fi*:fif:g“l“:;il‘*‘?:;f;ij“°"‘1

allowing the teams to stay updated regarding the
project at each build or release e o be

Run stage waiting for approval
For stage: any, environment: any

Add apps to devsecops

‘ Q Azure Pipeling o

Install

Remove
Add subscription...

@ECDE has added subscription to Build completed notification for pipeline = Any in project
DevOps1

New
@ECDE has removed subscriptions for all pipelines in project 'DevOps1' from this channel.




Google Cloud Logging

A Google Cloud Logging handles the storing,
searching, analyzing, and monitoring of logs
and events from GCP resources and Logs Exporer QP e score @ s S|

. . . . . . - Query Recent (21 Saved (0 Suggested (0 Library @ Clearquery [ Save  Streamlogs [LELEIELN
a p pl Icatlo n S’ SI m pl Ifyl ng I nfra St ru Ctu re Issu e %sﬂnour ; )Search al\ﬁel:s) > Audited Resource ~ Log name ~ Default+7 ~ . Show query
resolution [Birecouroe type-vasiiied.resmres

2 severity=ERROR

A Users can locate specific log entries and gain
insights into application behavior th rough p. Log fields .H\stogram [if Create metric [ Createalert (D Jump to now C;Ajmz:ms

. . . Log fields <> Histogram c
advanced querying and filtering features o ]b » :

= Search fields and values <

'
[n ..:z:muu ﬂﬂﬂﬂﬂﬂ nEEEDDJ:ﬂﬂﬂﬂﬂHHﬂDDEDDDDJ nnnnn ﬂﬂﬂuﬂ[tuu:::uuuuuu_l

# RESOURCE TYPE

. . . . ; y 200AM Sep 13 2:39;TM’
A Integrate it with other GCP services like © noiesreonee oo <> ' — Gl
BigQuery and Pub/Sub for enhanced log o o

i Info 295

> i 2022-08-13 02:34:58.435 POT audit_log, method: “google.monitoring.v3.MetricService

p rOCESSi ng a nd a n a Iysis Ca pa bi I ities ) Notice 1 i 2622-89-13 02:35:15.455 PDT  audit_log, method "guugle.munituring.v!.MetrinService:

o LG i 2022-09-13 02:35:53.562 PDT  audit_log, method: "google.monitoring.v3.MetricService-

A It offers real-time log ingestion and export, e b S e s o e
ensuring compliance and meeting auditing ‘ '
requirements

.v3.Metri vice,




Timespan End time
Stackdriver Profiler

7 days hd NOW 3/25/19,10:29 AM EDT DOCUMENTATION
Service Profile type Zone Version Weight Compare to
hello-profiler hd CPU time hd All zones hd All versions hd All(4.15 5 -9.09 ), 47 profiles hd MNone hd [ 7]
E = IVetric : CPU time € GIOCEE ES COM < B Add profile data filter. . x e ¥
0.227%, averaged over 47 profiles
mstart mcall profileWriter timerproc
mstart1 gosched_m exitsyscallo (*...- 5... notetsleepg
SYSMOn goschedimpl stopm [c.]s.. *. entersysc...
usleep ' netpoll (*oed I schedule notes... | syste...
epollwait execu..| runqg.... fi... futex... enter...
futex hand...
startm
note...
futex...
futex

A Cloud Profiler provides developers with detailed insights into

G OOg Ie C I ou d application performance, helping them enhance efficiency

A 1t attributes that information to the application's source code,
P rofl Ier helping you identify the parts of the application consuming
the most resources, and otherwise illuminating the
performance characteristics of the code



Google Cloud
Error Reporting

A Cloud Error Reporting
gathers error data from logs
and exceptions across
various sources, organizing it
for easy analysis

A Categorizes and groups
similar errors, providing
detailed information such as
the error location in the code
and user impact

A Helps developers quickly
identify and fix issues,
enhancing application
reliability for users

o* My First Project

G)) Error reporting All services ~ Open, Acknowledged ~ P AUTO-RELOAD

You can tum on notifications 10 alert you when a néw eror occurs in this project Not now Tum on notifications

Errors in the last hour

>

>
Doow: = =3 RuntimeException: Error rendering template 1 tutorial vl
- TestCiass test (Test 3 tutorialv2



Add Slack Channel

hen & new incident s created. L

Test Channel

ECDEdev...

+ Add & bookmark
7 Got 50% Off Stack Pro
This ch

Test notfication sent at Jul 9, 2024, 3:30:19 AM. Please check notification

channel to confirm receipt.

# gep-slackintegration ¥

@

We recommend that you test your channel to confirm it functioning before adding

Today

Trigger Alert
Notifications with
Slack

A GCP Cloud Monitoring tracks resource
performance, sends alerts for issues, and
can notify via email, SMS, or tools like
Slack

A It finds and groups similar app errors,
helping developers focus on fixing
problems faster

A GCP Cloud Monitoring alerts in Slack
enable teams to quickly resolve issues
before they become larger problems



Monitor Google Cloud Resources using Nagios Core

A Nagios is used for monitoring a wide range of systems and services, GCP-specific metrics like Compute Engine instances, Cloud

Storage access controls, and pipeline execution status

A This integration with GCP allows DevOps team to monitor the cloud resources alongside other systems within the infrastructure,

providing a consolidated view of your overall IT health

A By proactively identifying and mitigating potential problems, Nagios helps to minimize service disruptions and downtime within the

GCP pipelines

< Product details

@ Nagios Core Monitoring Server on Ubuntu
20.04 LTS

d Infra

agios’
Core

s, Networks, Applications & GCP Resources

B2 vewoeiovents

OVERVIEW PRICING DOCUMENTATION SUPPORT
Overview

Nagios® Core™ Monitoring Server Solution on Ubuntu 20.04 LTS Additional details

Nagios® Core™ is an Open Source system and network monitoring o

Launch Nagios Core Monitoring Server on Ubuntu 20.04 LTS instance

* O O

Eo All Hosts and Services State type options:
2024 [All state types v |
Log Flle Navigation History detail level for all nosts

Latest
Archive yyoq Jul 10 00:00.00 UTG 2024

o [All alerts >
Fresmnt () Hide Flapping Alerts
File: /ustflocalinagiosivarnagios 1og () Hide Downti

() Oider Entries First
[Update |

July 10, 2024 05:00
[ 107-10-2024 05

30:4
20.4

1] SERVICE ALERT Iocalhost Swap Usage,CRITICAL HARD 4 SWAP CRITICAL - 0% free (0 MB out of 0 MB) - Swap is eithar disabled, not preser
b Usage;CRI i m

View the Alerts History

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.2, D.Sc.



Creating a Continuous Feedback Loop

Follow the steps below to build continuous feedback in the DevSecOps pipeline
Set quality check gateso ensure the following:

To o

A Code existing in the production server meets quality standards for security, compliance, and governance
A Code execution is halted when it reaches a threshold, and the respective teams are notified to fix the issues
A Release issues are minimal
A Collaboration between teams is enabled and maintained
A Rollback to the previous stage, if required, is achievable
A Implement intelligent engineering dashboartbols
A Implement tools that collect real-time data from different quality check gates
A Teams configure alerts and notifications for others to act upon them
Establish and adopt processes to immediately act on feedback to resolve or fix issues
To measure the success of the feedback loop, use metrics such as the mean time to resolution and full cycle time
The full sprint cycle time (commit-to-deploy time) metric provides information about the health of the CI/CD pipeline

To o Do Do

Information provided by feedback loops helps identify the factors that impairs sprint cycle time



Al Powered Chatbot: Atlassian

Intelligence

A Atlassian Intelligence helps teams accelerate
work, increase efficiency, and provide value
faster using artificial intelligence (Al)

A Use Atlassian Rovo to find information across
all their selected SaaS apps, learn and iterate
on knowledge as they work, and act faster with
virtual agents

A Use Decision Director in Atlassian Rovo also to
get actionable feedback by analyzing data and
offering insights to help improve processes and
address critical issues effectively

-
\"\-u.

<

&
..‘ g

oroductivity with ATLASSIAN Intellige

Intelligence helps teams accelerate work, increase effici
e value faster using artificial intelligence (Al). Activate At
nce for your products so your team can begin using its-

Select products to activate

Read more about Atlassian Intelligence




Al Powere
Chatbot:
ClickUp

Chat

hat
Replies che

-

FollowUps

organize projects

ClickUp automates documentation with Al, tracks progress through charts and sprints and helps quickly

resolve cﬂﬂng bugs
Git Integration:ClickUp integrates with familiar Git tools
Development Templatettilize the ClickUp Software Development Template to quickly

No-Code AutomationsSimplify workflows with ClickUp Automations
A Performance Trackingvionitor budget, milestones, and other metrics using ClickUp Goals

Feedback

Leo
Users are absolutely loving the new Chat!

s €

Resolved by

2]

v Pinned

Ul Team

o
@ Dean Phillips *

By Product Design

Y

-~

@ Zeb Evans

h€

o

Dean
Zeb, what do you think about adding collapsible threads?

L T @

&
@ 1o

Sheeva
| found a little bug where the banner component has the wrong button states.

Court made a new Post!

4 Announcement

Team Update: Exciting Changes and New Faces! s

| wanted to take a moment to share some exciting updates with everyone,
Our team is growing, and with that comes some new roles, new faces, and
fresh energy!

Read more

Connections

Tasks

@ Login SSO Issues
Milest 1 Bugs F ON HOLD

@ E30A - Errors

TESTING

Mobile Okta SSO Failing




GitHub

Browse issues and pull requests for your GitHub repositories with
the tabs and messaging extension for Microsoft Teams. L. 5e2 more

Integrate Microsoft
Teams with Azure
DevOps and GitHub
to Provide Feedback

Add for you Yes
A Microsoft Teams is a chat- Add to a team 5 e
centered workspace that
prOV|de.S Instant access to &, Chat with a bot to ask questions and find info
everything needed for
DeVOpS teamwork. It is a ]  Pin content and services at the top of a channel
dedicated hub that brlngs O Get notifications right in a channel

teams, conversations,
content, and tools together
in one environment

I_il? Include rich content in a conversation

About

Privacy and permissions



Microsoft Feedback Hub
for Providing Feedback

A The Microsoft Feedback Hubllows
users to submit feedback, report
problems, and suggest features

A It helps Microsoft improve their
products by collecting user insightsand
issues

£
= All feedback My feedback
B Home
ppppppppppppppp
B Feedrack
ot e Device: F rgon
Paszword Management in Windows 10 Pro and in Edge
commanis
Praishiey
Color Management
e
Apr
& Sattnge ‘

-

& pom
Wy printes shopped worting

A | wpgeaded mry PO and riitartid i | wain't able 1 lacate sy printer

2. Choose a category

e ket il a1 categery Berad o pima Froeack, Pl wiiet a g nl ore # yo think we gol i s
® probilem @] Suggestion

| Dreskrop Enronment Troubleshooting wzards

Camegory recomemaralations




Integrate AWS
Simple Email Service
with Jenkins

A The default email notification tool of
Jenkins uses JavaMailfor sending
emails. The email features a default
message containing the build number
and build status

= M Gmail Q Search mail . —
£ o ¢« ® 0 ® & 0 & ® D B
@ inb e Test email #1 1box .
nbox 1
¥ Starred . e e et P, | i
® Ssnoozed to me v
B Sent This is test email #1 sent from Jenkins .
-
[ Drafts
v More “ Reply ~ Forward @
-+
Labels o

Amazon SES x aron 565 > SMTP sestings

Simple Mail Transfer Protocol (SMTP) settings eS|

SMTP wttings

Simple Mall Transfer Protocol (SMTP) settings v

v Confguration

y Manage existing SMTP
Y ee 2587 credentialy

Dashboard > Manage Jenkins > System

E-mail Notification

email-smtp.ap-south-1.amazenaws.com

I

Default user e-mail suffix 7

Advanced v 7 Edited

Test configuration by sending test e-mail

REST APl Jenkins 2.426.2 l



Incident
Response
N
DevSecO
S

Incident response in DevSecOps is a proactive, coordinated effort to
manage security incidents Cl/CD pipeline

Importance of Incident Response in DevSecOps

A Early Detectionintegrating incident response enables continuous
monitoring, allowing for early detection and mitigation of security
threats

A Minimized Downtime A predefined incident response plan within
DevSecOps ensures containment and recovery, reducing downtime

A Continuous Improvementincident response is iterative; learning
from incidents helps refine security practices

Key Steps to Integrate Incident Response into DevSecOps

Establish a dedicated incident response tearthat includes members
from development, operations, and security to handle incidents
effectively

Develop incident response playbookwith predefined guidelines for
different types of security incidents to ensure swift and consistent
responses

A Implement continuous monitoring and loggingp gain real-time
visibility into systems and detect unusual activities

Automate incident detection and responseo quickly identify and
address incidents using automated tools and scripts

A Conduct regular incident response drillso simulate security
scenarios and test the effectiveness of the response plan

A Integrate incident response into CI/CD pipelinesidentify potential
threats early in the development lifecycle



Incident Response

ncident.io Home Let it snow Start tutorial ©® Declare incident

(@ Home @ Live incidents

Incidents
INC-77 Database pool for public API has been saturated INC-74 Website is down

Insights

il | Minor

Follow-ups

A Incident.iois an incident management
platform that integrates with e
DevSecOps workflows to streamline cetings
incident response and improve
collaboration between development,
security, and operations teams

=) Workflows

Activity Include  Allusers v

A It aids in automating incident creation
and escalation based on alerts,

ensuring prompt alerts T g

A It allows teams to run incidents
consistently right from Teams by using
automated workflows, customizable

Support
PR Open follow-ups

#N Benjamin Sidi v There are 2 follow-ups assigned to you

data, and roles ReRREReIE ey INC-1 This is a test incident ../ None 3

A The automation and collaboration
features of Incident.io makes the work
of DevSecOps team more collaborative
and easier



Integrating OpsGenie
with Incident.io for
Incident Response

A Integrating OpsGenie with
Incident.io enables the
DevSecOps team to create
automated escalation
workflows that route
incidents to the right person
based on type, severity, or
even time unaddressed

Integration list

aws

Incoming Call

aws

Marid Webhook
aws aws
Amazon CloudTrail Amazon EC2 Auto Scaling
ca Synt 9 APimetrics
tttttt AutoTask

&



Incident Response
Tool: PagerDuty

@ Operations Command Console

Service Heoltt

A PagerDutyis an Incident Management
Platform that aids in predicting and
mitigating events quickly, automation
of critical workflows, and providing
guided remediation throughout the
whole incident lifecycle

A It allows setting up on-call schedules,
workflows, and built-in escalation
policies to map to the right person for
each system or service

A It allows collaborating quickly with
ChatOps tools like Slack and MS Teams

A It provides incident workflows to build
an automated response for every
incident



Integrating PagerDuty with Datadog

for Incident Response

A In integrating PagerDuty with Datadog for Incident Response, When Datadog metrics
exceed a specified range, an event is sent to a service in PagerDuty. These events can
either trigger a new incident or be grouped into an existing one on the corresponding

PagerDuty service

A When the metric returns to its designated range, a resolve event is sent to the PagerDuty
service, resolving the alert and the associated incident on that service

Inciden 24h gge
|29 4%
|29 4
\ frast
D fa
6 (i
I Eneme

Tim

PagerDuty V3 - Incidents Overview

idents Escalated by Escalatio. 24h ype of Incidents

1 (7.1%) Data 2 (14.3%)

6 (42.9%)
Default

4 (28.6%)
Data Engine

Collection Infrastructure l I I.
& f» b il
i J M

- l |
: |I | 1 HHH

!

11 (68.8%) Data
Engine

i




Save As Alert

Integrating Splunk
and PagerDuty for
Incident Response

Event Rules

—¥ Incoming Event Source

whrk DATADOG ~ Hagios - © Hew e

A Integrate Splunk and PagerDuty
to leverage Splunk's data
analysis capabilities to trigger
alerts within PagerDuty's
incident response workflow

Trigger Actions
+ Add Actions v
whentiggered B Pagerbuty Remove pa gerd Uty |nC | de nts
Integration  Optiona -
URL oy
i
R
Integrati

PagerDuty Incidents

Configure PagerDuty Incidents

PagerDuty
Integration URL
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Incident Response with Al

Automating incident response with Artificial Intelligence improves security
operations by monitoring security events, detecting threats such as malware
and risky behaviors, phishing attacks and malicious software codes

A

Preparation: Al enhances incident response by evaluating historical data to generate optimized plans, improving
communication protocols, suggesting security measures, assessing and providing tailored security training

Detection and Analysis: Al automates detection of possible problems in CI/CD pipelines in real time, evidence gathering
and analysis, and evaluate the scope and effect of incidents, such as compromised systems and any potential harm

Containment, Eradication and Recovery: Al can isolate affected systems, eliminate threats, restore data, and identify root
causes in order to suggest preventive actions

Post-Incident Activity: Al improves incident data analysis to find areas for improvement, generates reports and
recommendations, updates reaction plans, and informs stakeholders about the incident and recovery activities



High Avallability, Fault Tolerance,
and Disaster Recovery in DevSecOps

A High availabilityensures uninterrupted system operation by minimizing
downtime

A High availability is achieved in DevSecOps by integrating redundancy and
failover mechanisms into CI/CD pipelines

A Disaster recoveryocuses on restoring systems and applications after
catastrophic events, such as natural disasters or major system failures

A Disaster recoveryn DevSecOps involves implementing offsite backups,
replication to secondary data centers or cloud environments, and clear
recovery plans to restore systems after significant disruptions

A Fault toleranceis the capability of a system to continue functioning without
interruption even when one or more components fail

A Fault tolerancein DevSecOps focuses on eliminating downtime entirely
through strategies like redundancy, failover, load balancing, and automatic
error detection and recovery



Automated Git Repository Backup: Git CLI

A perform backing up a Git repository, including the revision history, with the Git CLI

A For that, use the git clone command with the --mirror option to perform a mirror clone

git clone --mirror https:/S/github.com/EXAMPLE-USER/REPOSITORY.g1t

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.2, D.Sc.



Perform backing up the GitLab Instance to
mitigate risks related to data loss,
configuration errors, or other disruptions
that could impact development and
deployment workflows in the pipeline. gitlab-
backup-cli creates and runs jobs with the

Au to m ate Google Cloud Storage Transfer Service to

copy GitLab data to a separate backup

d GitLab | ™
I n Stan Ce sudo gitlab-backup create
sudo gitlab-backup-cli backup all
sudo gitlab-backup-cli backup all --backup-

B aC ku p bucket=<BUCKET_NAME>

https://docs.gitlab.com/administration/backup_rest
ore/backup_cli/



Implementing
Scheduled Backups In
Azure DevOps

A The Scheduled Backups tool, in Azure DevOps
automates the backup process, ensuring regular
backups without manual intervention

A Perform automated backups by configuring a
backup schedule and plan using Scheduled
Backups Tool in Azure DevOps, allowing
immediate backups, adding an extra layer of
security and ensuring continuous data
protection within the DevSecOps pipeline

Team Foundation Server Scheduled Backups

?{ Scheduled Backups Wizard

Details Select a Backup Schedule
Alerts

il " Nightly Full Backups (i)
" Manual Backups Only (i)
@ Custom Schedule (i)

Full Backup Schedule:  02:00 AM

[+ Sunday [ Thursday
[~ Monday [ Friday
[~ Tuesday [~ Saturday
[~ wednesday

v Differential Backup Schedule: 02:00 AM

[~ Sunday ¥ Thursday
[ Monday W Friday
[+ Tuesday v Saturday
[+ wednesday

v Transactional Backup Interval: 30 Minutes

Team Foundation Server Scheduled Backups

a} Scheduled Backups Wizard

Provide Scheduled Backups Initial Configuration Settings

You must specify a network path for the backup path. Be sure that the folder you...
speafy has sufficient free space to store backup files,

Metwork Backup Path: Wabrikambackup\TFS\ L Browse...
Backups Retention Days: 30 i
A Advanced
Full Backup File Extension: bak

Transactional Backup File Extension: trn




Configure DNS
Failover for High
Availability with
Amazon Route 53

Amazon Route 53 is a DNS service
that provides failover capabilities
by automatically redirecting
traffic to a healthy resource when
the primary resource becomes
unavailable

Configure failover mechanism
with Amazon Route53 by
integrating it into pipeline,
preventing disruptions in
application’s availability

https://aws.amazon.com/route53

A

hostl.accl.awscloud.private

10.0.3.0/24

accl.awscloud.private

Account #1

host2.acc2.awscloud.private

acc2.awscloud.private

p

A —

host3.acc3.awscloud.private

10.0.1.0/24

acc3.awscloud.private ﬁ

Accoun t#3

g awscloud.private > Inbound EP SR e -

onprem.private --> Outbound EP

Amazon
Route 53

DNS Query

awscloud.private

R
6]

DNS Query
onprem.private

Connected

" DNS Berver

Domain Lookup

hostl.onprem.private

Central DNS Account

DX or VPN

Corporate Data Center




Configure Azure Traffic
Manager for High
Avallability in Azure

7777777777777777777777777777777777777777777777777777777777777

A Azure Traffic Manageis a DNS- T =
based traffic load balancer service . .. 47 sl VI F e T T consie 2l
provided by Microsoft Azure 1 1

} L \ } L \
A Configure failover mechanism @ ' @ 1
using it to optimize the traffic

distribution by routing DNS
qgueries to the most suitable
endpoint based on configured
methods and ensure high
availability, performance, and user
experience



Configure External Passthrough Network Load Balancer
Failure for High Availability in GCP

A External Passthrough Network Load Balancers distribute external traffic across regional
backends within the same project, allowing backends to reside in different VPC networks.

A In pipeline, use it distribute traffic across redundant backend instances in multiple VPC networks
to ensure continuous service delivery and mitigate application failure impact

gcloud compute ssh vm-al --zone us-westl-a

Dr. Chuck Easttom, M.Ed, MSDS, MBA, MSSE, Ph.D.?, D.Sc.



Disaster Recovery
Testing in Amazon
EKS using

LitmusChaos S

Kubermetes Cluster
—_— Auth-server
Scndng requests
'y

Subscriber LitmusOperator

A LitmusChaos is an open- @U E
. . MongoDE
source chaos engineering @ @

'
framework that enables |G Amoserver  Workliow

controller

Sending events @

Event-tracker

to identify weaknesses in
Kubernetes environments
by injecting deliberate

failures or conditions of vi

GraphQL server

chaos

A Use its ChaosCenter
interface and a rich set of
chaos experiments
available in the ChaosHub
to test and improve the
stability of systems



Automate Replication of Amazon RDS
Instances across Services AWS Accounts

A Amazon Relational Database Service (RDS) automates the database
management tasks such as backups

A Use automating the replication of Amazon RDS instances across AWS accounts

streamlines data redundancy and disaster recovery processes in DevOps
environments

ATo do this, deploythe CloudFormation Stack in the both source and destination

accounts, and verify the creation of the RDS DB Instance in the Destination
Account

aws sns add-permission

--label lambda-access --aws-account-id «<DestinationfAccount> %
--topic-arn <Arn of SN5Topic > )

-—action-name 5ubscribe ListSubscriptionsByTopic



Automate Azure
DevOps Data
Replication to
Azure SQL with
CData Sync

A CData Synsllows
automated and
continuous data
replication between
various data sources
and destinations

A Use CData Sync to
integrate live Azure
DevOps data into the
Azure SQL instance,
consolidating data
into a single location

, service:

s, and docs (G+/)

%! Availability + scaling
Availability zone

Availability set

Scale Set

= Microsoft Azure & search resources,
Home > Virtual machines

3 v225yncVM - = % -
Virtual machine

rrrrrr

& Networking

Public IP address
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lic IP address (IPvé) -
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