Utilizing Graph Theory to Model Forensic Examinations

Mathematical modeling of forensic data
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The presentation outline

• Overview of Graph Theory Basics
• Basic Modeling with Graph Theory
• More details on graph theory and evaluating models
The Genesis of this Technique

Complexity

Mathematics <-> Forensics
Graph Theory Basics
Graph Theory

Graph theory is an important part of discrete mathematics. It is a way to examine objects and the relationship between those objects mathematically. Put formally, a finite graph $G(V, E)$ is a pair $(V, E)$, where $V$ is a finite set and $E$ is a binary relation on $V$.

$$G = (V, E, \psi)$$

Now let’s examine that definition in more reader-friendly terms. A graph starts with vertices or nodes, what I previously referred to as objects. These objects can be anything. The edges are simply lines that show the connection between the vertices. The edges are ordered pairs and not necessarily symmetrical. In other words, the connection between two vertices may or may not be one-way.
Outline

I. Essentials of graph theory
II. Applying graph theory to forensic examinations
III. Area’s for further research
A Basic Graph
A Basic Digraph
**Degree of a vertex:** Number of edges incident to the vertex. Nodes of a digraph can also be said to have an *in* degree and an *out* degree. The in degree is an edge pointing toward the vertex. The out degree is an edge pointing away.

**Adjacency:** Two vertices connected by an edge are adjacent.

**Directed graph:** In a directed graph, often called a digraph, the edges have a direction.

**Weighted digraph:** This is a directed graph that has a “cost” or “weight” associated with each edge. In other words, some edges (that is, some relationships) are stronger than others.
Basic Modeling with Graph Theory
Step 1 in applying Graph Theory
We can create a modified graph that includes a vertex for each of the points (suspect machines, target, any source of traffic, etc.)
The directed graphs showing relationships
Step 2
Take the weightings you found earlier and annotate each directed graph
Perhaps even thicken the arrow based on weight
How to weight connections

If a digraph’s edges have a specific cost or weight associated with each edge, then the graph is considered to be a weighted digraph (Trudeau, 1994). For the purposes of evaluating relationships between objects, weighted digraphs are very effective.

For the purposes of evaluating evidence, an ordinal or interval measurement will be the most accurate. Ordinal measurements merely require a ranking, without specific interval spacing (Gibilisco, 2004). An example ranking for a connection between a given computer user and a particular web server could be 1) casual and infrequent visits; 2) casual and frequent visits; 3) significant interaction with the web server; and 4) either administrative access to the web server or deliberate hacking of the web server. This type of ordinal ranking actually provides the investigator with a much clearer understanding of the nature of the user’s interaction with the web server. An ordinal approach, with a small number of ordinals, also simplifies the weighting process. For the purposes of analyzing digital evidence, ordinal approaches with 5 or fewer ordinals is recommended.
More complex views will include multiple points and multiple connections, this is where graph theory will really play a part. We have multiple sources of traffic, some seem to connect to the suspect, some do not.
The pictorial representation of the graph is not even necessary. Various matrices can be utilized.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

*Adjacency Matrix*

<table>
<thead>
<tr>
<th>0</th>
<th>0</th>
<th>1</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

*Incidence Matrix*
One can even show weight in an incidence matrix.

\[
\begin{array}{cccccc}
0 & 0 & 1(2) & 1(3) & 0 \\
1(4) & 0 & 0 & 1(1) & 1(1) \\
0 & 1(3) & 0 & 0 & 0 \\
0 & 0 & 1(1) & 0 & 0 \\
1(1) & 0 & 1(3) & 1(1) & 0 \\
\end{array}
\]

*Weighted Incidence Matrix*
So how does this help

First it allows you, the investigator to really see the evidence, and avoid tunnel vision.

Second, it can provide very good visual aids for trial.
Weighting

An ordinal methodology is recommended

For example, when weighting the connection between an employee at the victim company and the infected website can be expressed as an ordinal value, such as
1) visited the web site very infrequently and is not known to have downloaded anything;
2) visited the website with some frequency;
3) routinely visited the website;
4) is known to have downloaded files from the infected website.
An incidence matrix
An incidence matrix

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>0</th>
<th>1</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td></td>
<td></td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td></td>
<td></td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

*Incidence Matrix*
Evaluating Graphs

An ordinal methodology is recommended

For example, when weighting the connection between an employee at the victim company and the infected website can be expressed as an ordinal value, such as
1) visited the web site very infrequently and is not known to have downloaded anything;
2) visited the website with some frequency;
3) routinely visited the website;
4) is known to have downloaded files from the infected website.
## A weighted incidence matrix

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1 (2)</th>
<th>1 (3)</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td>1 (4)</td>
</tr>
<tr>
<td>1 (4)</td>
<td>0</td>
<td>0</td>
<td>1 (1)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>0</td>
<td>1 (3)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1 (1)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1 (1)</td>
<td>0</td>
<td>1 (3)</td>
<td>1 (1)</td>
<td>0</td>
</tr>
</tbody>
</table>
Deeper with Graph Theory and Modeling

$G_1: \quad \begin{align*}
  &u_1 \quad v_1 \\
  &w_1 \quad x_1
\end{align*}$

$G_2: \quad \begin{align*}
  &u_2 \quad v_2 \\
  &x_2 \quad w_2
\end{align*}$
Subgraph

A subgraph of a graph $G$ is another graph formed from a subset of the vertices and edges of $G$. The vertex subset must include all endpoints of the edge subset, but may also include additional vertices. A spanning subgraph is one that includes all vertices of the graph; an induced subgraph is one that includes all the edges whose endpoints belong to the vertex subset.

Subgraphs

- Example: $H_1$, $H_2$, and $H_3$ are subgraphs of $G$
Isomorphisms

Two graphs are isomorphic if they have the following properties:
1. Same number of vertices
2. Same number of edges
3. The vertices are of the same degree

Two graphs which contain the same number of graph vertices connected in the same way are said to be isomorphic. Formally, two graphs $G$ and $H$ with graph vertices $V_n = \{1, 2, ..., n\}$ are said to be isomorphic if there is a permutation $p$ of $V_n$ such that $(u, v)$ is in the set of graph edges $E(G)$ iff $(p(u), p(v))$ is in the set of graph edges $E(H)$.

-Wolfram Mathworld
Isomorphisms – Forensic Implications

If you have a complete and accurate graph of a given incident, then any incident that produces an isomorphic graph may be related. For example if you create a graph of a known nation state sponsored breach of a network, then while investigating a new and separate breach, you find the graph of the new breach is isomorphic with the graph of the nation state attack, then this would make it more likely that the new breach is related to the first and possibly perpetrated by the same individuals.
Isomorphisms – Forensic Implications

This can be applied to serial killers. If you have a complete and accurate graph of known crimes of a given serial killer, it should be the case that these graphs are largely isomorphic, or at least have significant subgraphs that are isomorphic. These graphs of known crimes can then be compared to graphs of new crimes to determine if it is likely they were perpetrated by the same serial killer.
Partial Isomorphism

The degree of isomorphism is defined as the percentage to which two graphs are isomorphic. This is expressed as a percentage, rather than as an integer value. To calculate the degree of isomorphism between two graphs requires a rather simple formula. The percentage of identical vertices added to the percentage of identical edges, that sum divided by two, yields the percentage of isomorphism between the two graphs. To put this in a more mathematically rigorous format, Given $G_1 = (V_1, E_1, \psi_1)$ and $G_2 = (V_2, E_2, \psi_2)$, the formula in figure 4 illustrates how to compute the degree of isomorphism (note that $\%I$ is the percentage of isomorphism between the two graphs).

\[
\left( \sum_{i=1}^{n} \frac{G_{1i}V_{1i} = G_{2i}V_{2i}}{n} + \sum_{i=1}^{n} \frac{G_{1i}E_{1i} = G_{2i}E_{2i}}{n} \right) = \%I
\]
Centers

The center of a graph is the vertex (s) with minimal eccentricity

- Eccentricity is defined as the distance between a given vertex and the vertex(s) farthest from it.
- A graph can have more than one center.

-From Wolfram Mathworld
Centers – Forensic Implications

If the center(s) of a graph are devices in a network intrusion investigation, then these are the most important locations to seek evidence.
If the center(s) of a graph are individuals in any investigation, there is a reasonable chance these individuals are victims or involved in the crime.
It will always be the case that centers in a graph of an incident are points of interest and one should focus the investigation on these points.
Incidence Functions

Essentially what connects vertex A to vertex B. Put another way, why is there an edge (or an arc) at that location?

These could be actual mathematical functions, but are more likely to be textual descriptions of the relationship between the vertices. This should be directly related to the weighting.
Weighting – Additional Considerations

- Edge Weighting
- Vertex Weighting
- Both
Weighting - issues

- Somewhat subjective
- Greatest potential for bias
- This is why an ordinal approach
This tool and a Daubert Challenge
First introduced at SecureWorld Dallas September 2016


Presented at Enfuse Conference 2017


An expanded version is currently undergoing peer review for yet another journal.
Areas for Further Research

- Isomorphism's
- Other forensics disciplines
- Weighting Methodologies
- Case Studies
Conclusions

A tool for modeling investigations
Ready for courtrooms
More research needed

Any questions/comments?

www.ChuckEasttom.com
chuck@chuckeasttom.com
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